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Abstract
This paper describes the participation of the ELiRF research group of the Universitat Politècnica de
València in the TASS 2020 Workshop, framed within the XXXVI edition of the International Confer-
ence of the Spanish Society for the Processing of Natural Language (SEPLN). We present the approach
used for the Monolingual Sentiment Analysis and Emotion Detection tasks of the workshop, as well
as the results obtained. Our participation has focused mainly on employing an adaptation of BERT for
text classification on the Twitter domain and the Spanish language. This system, that we have called
TWilBERT, shown systematic improvements of the state of the art in almost all the tasks framed in the
SEPLN conference of previous years, and also obtains the most competitive performance in the tasks
addressed in this work.

Keywords
Twitter, Sentiment Analysis, Emotion Detection, TWilBERT,

1. Introduction

Sentiment Analysis workshop at SEPLN (TASS) has been proposing a set of tasks related
to Twitter Sentiment Analysis in order to evaluate different approaches presented by the
participants. In addition, it develops free resources, such as, corpora annotated with polarity,
thematic, political tendency or aspects, which are very useful for the comparison of different
approaches to the proposed tasks.

In this ninth edition of the TASS, two different tasks are proposed both for Sentiment Analysis
in several Spanish variants 1 and Emotion Detection.

This article summarizes the participation of the ELiRF-UPV team of the Universitat Politècnica
de València. Following the competitive performance obtained the past edition by using non-
pretrained Transformer Encoders [1], we decided to extend our approach by pre-training large
Transformer Encoders in a similar way as BERT model. Thus, our approach (TWilBERT) is
based on the fine-tuning of a pre-trained adaptation of the BERT model for Twitter and the
Spanish language.

The rest of the article is structured as follows. Section 2 presents a description of the addressed
tasks. In section 3 we describe our proposal (TWilBERT) and the baseline system we used
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Table 1
Distribution of tweets in the training sets of the first task for all the Spanish variants.

Class Spain Costa Rica Peru Uruguay Mexico
N 475 310 228 367 505
NEU 297 246 522 286 172
P 354 221 216 290 313
Σ 1126 777 966 943 990

Table 2
Distribution of tweets in the training set of the second task.

Joy Sadness Anger Surprise Disgust Fear Others
1270 706 600 241 113 67 2889

to compare the results (Deep Averaging Networks). Section 4 summarizes the conducted
experimental evaluation and the achieved results. Finally, some conclusions and possible future
works are shown in Section 5.

2. Task description

Two tasks have been proposed by the organizers: Task 1 - General polarity at three levels [2]
and Task 2 - Emotion detection [3]. The first task consists in assigning a global polarity to
tweets in three levels (N, NEU and P), thus collapsing the NEU and NONE classes from past
editions in only one class. Several Spanish variants have been considered in this task: Spain,
Mexico, Costa Rica, Uruguay and Peru. The second task is also a single-label classification task
but with 7 different emotions (joy, sadness, anger, surprise, disgust, fear and others).

Table 1 shows the tweet distribution according to their polarity in the training set for the first
task. It can be observed a bias towards the N and P classes in some Spanish variants (Spain and
Mexico). In general, the N class is the most frequent class and the NEU class is the less frequent
(excluding some variants like Peru or Costa Rica). In Table 2 the tweet distribution for each
emotion in the training set of the task 2 is shown. In this case, there is a large bias towards the
class Others that acts like a sink of unconsidered emotions or combinations among emotions.
The less frequent class, by far, is the Fear class.

3. Systems

3.1. Deep Averaging Networks

We decided to use Deep Averaging Networks [4] (DAN) as baseline for this work, mainly due
to their competitive performance on previous edition of TASS [5][6]. These models consist
in applying feed-forward networks on top of text representations based on averaging word
embeddings. Figure 1 shows an example of DAN with one hidden layer.
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Figure 1: Deep Averaging Network: 𝑥𝑖 is the embedding for the word 𝑖 of a tweet, 𝜙 is the average of
the word embeddings, 𝑊1 and 𝑏1 are the weights and bias of the hidden layer, 𝑁 is the normalization
strategy, 𝐹 the activation function, 𝐷 is the dropout and ℎ1 is the output of the hidden layer.

To compute the word embeddings, we used the Twitter87 model [6], that is a 300-dimensional
skip-gram model [7] trained with 87 million tweets of several Spanish variants.

3.2. TWilBERT

TWilBERT is a framework for training, evaluating and finetuning BERT-based models 2 in
the Twitter domain. It also includes several techniques and improvements published in recent
works for the BERT architecture. Furthermore, several pre-trained models for Spanish are freely
released with the framework: TWilBERT-base and TWilBERT-large. Both models were trained
with 94 million of (tweet, reply) pairs in several Spanish variants.

The purpose of TWilBERT is to adapt and improve the language modeling capacity of the
BERT architecture [8], based on Transformer Encoders [9], to boost the state of the art in text
classification tasks on Twitter. It has several advantages in comparison to the multi-lingual
version of BERT (M-BERT) for this task. First, it addresses the language dependency. M-BERT
assumes that the languages used for the pre-training (104 different languages) share lexical and
grammatical properties, which can induce systematic deficiencies among certain language pairs
[10]. TWilBERT addresses this issue being trained from-scratch in the specific language we want
to work. Second, the domain dependency. M-BERT was trained using Wikipedia texts from 104
different languages, which can degrade the performance if the target domain is very different
to the domain used for pre-training. In addition, TWilBERT takes into account the coherence
at tweet level by adapting the Sentence Order Prediction signal [11] to the Twitter domain.
Specifically, this adaptation, called Reply Order Prediction (ROP), allows the model to learn
coherence between (tweet, reply) pairs in order to improve the performance in downstream
tasks that requires reasoning on pairs of tweets. Table 3 summarizes the details of the TWilBERT
models in comparison to M-BERT.

2https://github.com/jogonba2/TWilBert
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Table 3
Differences among TW-Base, TW-Large and M-BERT. 𝐿 are the number of layers, 𝐴 the number of
attention heads in each layer, 𝐸 the dimensionality of the embeddings, 𝐻 the output dimensionality of
each layer; and 𝑑𝑞 , 𝑑𝑘 and 𝑑𝑣 are the dimensionality of the projections of the Query, Key and Value of
each layer.

M-BERT TW-Base TW-Large
Language 104 languages Spanish Spanish
Domain Wikipedia Twitter Twitter
Objectives MLM+NSP MLM+ROP MLM+ROP
Tokenization WordPiece SentencePiece SentencePiece
Vocabulary 110k 30k 30k
Masking Static subword Dynamic spans Dynamic spans
Bucketing ✗ ✓ ✓

𝐿 12 6 12
𝐴 12 6 12
𝐸 768 768 768
𝐻 768 768 768
𝑑𝑞 64 64 64
𝑑𝑘 64 64 64
𝑑𝑣 64 64 64

4. Experimental Work

To carry out the experimentation for both tasks, we used DAN as baseline in order to compare
the results with the TWilBERT model. TWilBERT is a pre-trained deep model while DAN is
trained from scratch on the tasks. To make a fair comparison between them, a grid-search has
been performed on the hyper-parameters of DAN: number of layers ({1, 2}), number of units for
each layer ({64, 128}) and batch size ({8, 16, 32, 64}). Furthermore, dropout [12] was used on the
output of each layer (including the input layer) with 𝑝 = 0.1 and all the outputs were normalized
by using batch normalization [13]. For TWilBERT, we did not perform any exploration of the
hyper-parameters and we used directly those that obtained better results in the experimentation
with the corpora of the TASS 2019. Specifically, we used TWilBERT-large with a maximum
length of 128 subwords per tweet, 1e-5 as learning rate, and batches of 32 samples without
gradient accumulation. All the layers of the TWilBERT model were finetuned and the vector
representation of each tweet was computed as the average of the contextualized representations
of the subwords inside the tweet. Both TWilBERT and DAN optimized the cross-entropy and
use Adam [14] as update rule. However, TWilBERT uses weighted cross-entropy to address the
imbalance among the classes of the tasks. It is important to highlight that we only used the
corpora available in this edition of TASS for training both models.

Table 4 shows the results for TWilBERT and DAN, both trained with the training set, on the
development set of each variant of the first task. For DAN, we only show the results obtained
by the best combination of the hyper-parameters, following the aforementioned grid-search
for each variant. It can be observed how the TWilBERT model outperforms the DAN model in
all the variants and metrics by a large margin (between 8 and 17 points of M𝐹1). In average,
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Table 4
Results of DAN and TWilBERT models on the development set of the task 1.

Variant System Acc MP MR M𝐹1

Spain
DAN 61.10 59.17 57.51 57.99
TWilBERT 67.81 66.18 64.49 65.10

Mexico
DAN 62.75 57.82 55.97 56.35
TWilBERT 70.78 66.08 66.38 66.20

Costa Rica
DAN 62.56 63.25 62.24 62.49
TWilBERT 67.95 68.45 67.53 67.66

Uruguay
DAN 60.56 59.77 59.53 59.44
TWilBERT 67.70 68.28 67.19 76.52

Peru
DAN 58.43 55.03 57.47 55.67
TWilBERT 68.88 65.85 64.95 65.37

TWilBERT outperforms DAN by +8.24 M𝐹1.
Our team presented three different runs to the competition: run-1 (DAN), run-2 (TWilBERT

trained with the training set) and run-3 (TWilBERT trained with the training and development
set until the epoch where the M𝐹1 was maximized on the development set with the run-2).

The results of our runs for each Spanish variant are shown in Table 5. These results support
the competitive performance of TWilBERT, that obtains +6.42 M𝐹1, in average, more than DAN
when it is trained with the training set (run-2) and +8.01 M𝐹1 when it is trained with the training
and development sets (run-3). Our system TWilBERT-large, trained with all the available data
of this edition, obtains the best results of the competition in the Spain, Mexico, Costa Rica
and Peru variants. At this point, it is important to highlight that, to obtain these results with
TWilBERT, we did not perform any exploration of its hyper-parameters. Therefore, these results
could be improved by performing a more extensive experimentation.

Regarding the second task for Emotion Detection, we used the same systems than for the
first task. Table 6 shows the results of DAN and TWilBERT on the development set. In this case,
the results are more similar than in the previous task on the development set, with a difference
of 0.5 M𝐹1. Also, it can be seen how the MP and MR are unbalanced for the DAN system,
while for the TWilBERT system are similar between them, mainly due to the weighting of the
cross-entropy.

We submitted two runs for the task 2: run-1 (DAN) and run-2 (TWilBERT trained with the
training set). The results of each run in the test set are shown in Table 7. It can be observed
how TWilBERT generalizes better than DAN on this set, obtaining +1.5 M𝐹1 in comparison to
DAN, mainly due to an increment of +3.3 MR. Both systems obtained the best results of the
competition.

5. Conclusions

We have proposed the use of TWilBERT for the Sentiment Analysis and Emotion Detection
tasks of TASS 2020. The results obtained by our system are very promising, being the first or
second ranked system in almost all the Spanish variants of the Sentiment Analysis task and the
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Table 5
Results of our runs in the test set of the task 1 ("es" is the acronym for the Spain variant, "mx" for
Mexico, "cr" for Costa Rica, "uy" for Uruguay and "pe" for Peru).

Run MP MR M𝐹1
run1-cr 55.62 55.88 55.75
run1-es 58.32 58.36 58.34
run1-mx 55.60 55.75 55.67
run1-pe 59.62 53.69 56.50
run1-uy 57.81 57.68 57.74
run2-cr 63.05 62.22 62.63
run2-es 65.64 65.18 65.41
run2-mx 61.41 62.25 61.83
run2-pe 67.24 60.26 63.56
run2-uy 63.53 61.85 62.68
run3-cr 64.65 64.62 64.64
run3-es 67.27 66.96 67.11
run3-mx 63.70 63.19 63.45
run3-pe 63.51 63.27 63.39
run3-uy 66.75 64.25 65.47

Table 6
Results of DAN and TWilBERT on the development set of the task 2.

System Acc MP MR M𝐹1
DAN 67.09 63.85 51.84 54.68
TWilBERT 67.56 55.37 55.55 54.84

Table 7
Results of our runs on the test set of the task 2.

Run MP MR M𝐹1
run-1 44.63 41.68 43.11
run-2 44.34 44.98 44.66

first ranked system in the Emotion Detection task. This is especially significant, considering
that these results have been obtained without an exploration of the hyperparameters of the
model and only a reasonable configuration was used for all the tasks.
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