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Abstract

This paper describes our participation in the shared evaluation campaign of MexA3T 2020. Our main goal was
to evaluate a Supervised Autoencoder (SAE) learning algorithm in text classification tasks. For our experiments,
we used three different sets of features as inputs, namely classic word n-grams, char n-grams, and Spanish BERT
encodings. Our results indicate that SAE is adequate for longer and more formal written texts. Accordingly,
our approach obtained the best performance (F = 85.66%) in the fake-news classification task.
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1. Introduction

In this era where social media and instant messaging is widely used for communication, the reach
and volume of these text messages are enormous. The use of aggressive language or dissemination
of false news is widespread across these communication channels. It is impossible to verify the text
messages manually. We need automated systems that help users of these communication channels to
determine if they are reading real or fake news or to try to flag when someone has been targeted with
aggressive messages.

Besides the fact that most of the previous works done in these two tasks, namely aggressiveness
detection and fake-news detection, are for English, little research has been done for Spanish using the
most recent NLP techniques such as deep learning approaches. On the one hand, for aggressiveness
detection, in past editions of the MEX-A3T' challenge [1], only three out of nine approaches used
some deep learning classifier, particularly for CNN, LSTM, and GRU, with no good performances [2].
On the other hand, most of the current research on fake-news detection has been done for the English
language, using graph CNNs [3], and more recently attention mechanism-based transformer models
[4].

Our participation at MEX-A3T 2020 aimed at exploring the use of Supervised Autoencoder (SAE)
[5] in two different text classification tasks: i) aggressiveness detection in Spanish tweets, where
documents are very short and informal texts; and, ii) fake-news detection from Spanish newspapers,
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Table 1
Features as inputs for the Supervised Autoencoder Method.

Features type Sub-type Identifier
Word n-grams n=(1,2) and n=(1,3) W
Char n-grams n=(1,2) and n=(1,3) C
BETO min, max, and mean pooling B
Word n-grams and Char n-grams W+C
BETO and Word n-grams B+W
BETO and Char n-grams B+C
BETO, Word n-grams and Char n-grams B+W+C

where documents are larger and contain a more formal written style. We found that SAE can gener-
alize well for both tasks, particularly, for the aggression detection our approach obtains an F1 macro
of 80.7%, while for the fake-news detection we reached the best score with an F1 macro of 85.6%.

2. Methodology

For both tasks, we aimed at evaluating the impact of recent generalization techniques, namely SAE
[5] with a varied set of features as input vectors. Although SAE has been extensively evaluated in
image classification tasks [6], very few works exist evaluating the impact of SAE in text classification
tasks, e.g. language detection [7]. Next, we briefly describe the SAE theory, and we provide some
details on how the document representation was generated for all the explored features.

2.1. Supervised Autoencoder

An autoencoder (AE) is a neural network that learns a representation (encoding) of input data and then
learns to reconstruct the original input from the learned representation. The autoencoder is mainly
used for dimensionality reduction or feature extraction [5]. Normally, it is used in an unsupervised
learning fashion, meaning that we leverage the neural network for the task of representation learning.
By learning to reconstruct the input, the AE extracts underlying abstract attributes that facilitate
accurate prediction of the input.

Thus, an SAE is an autoencoder with the addition of a supervised loss on the representation layer.
The addition of supervised loss to the autoencoder loss function acts as a regularizer and results in
the learning of the better representation for the desired task [6]. For the case of a single hidden layer,
a supervised loss is added to the output layer and for a deep supervised autoencoder, the innermost
(smallest) layer would have a supervised loss added to the bottleneck layer that is usually transferred
to the supervised layer after training the autoencoder.

For all our performed experiments, the overall configuration of the SAE model was done using
nonlinear activation function (ReLU) with 3 hidden layers, the number of nodes in the representation
layer was set to 300, and we trained to a maximum of 100 epochs.

2.2. Input Features

The SAE receives as input the representation of the document build using Spanish pre-trained BERT
encodings (BETO [8]), traditional text representation techniques such as word and char n-grams
(ranges 1-2 and 1-3), and, combinations of BETO encodings plus traditional words/char n-grams vec-
tors.
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We choose to evaluate the impact of word and char n-grams since as previous research has shown
[9, 10, 11], word n-grams are capable of capturing the identity of a word and its contextual usage, while
character n-grams are additionally capable of providing an excellent trade-off between sparseness
and word’s identity, while at the same time they combine different types of information: punctuation,
morphological makeup of a word, lexicon and even context. For generating this type of features we
used the CountVectorizer and TfidfTransformer libraries from the scikitlearn® toolkit. For the
case of the fake-news detection task, we empirically chose the best values for the min-df and max-df
parameters, which are reported on Table 3. For the aggressiveness task, these values were fixed (for
all the experiments) to min-df= 0.001 and max-df= 0.3.

Additionally, we evaluate the impact of transformer-based models [12] as a language representation
strategy. For our experiments we tested BETO?, a BERT model trained on a large dataset of Spanish
documents [8]. As known, the [CLS] token acts an “aggregate representation” of the input tokens,
and can be considered as a sentence representation for many classification tasks [13]. Accordingly,
we apply the following approaches for generating the representation of the document: i) for the
aggressiveness task, each tweet is directly passed to the BETO model, and is represented using the
encoding of the last hidden layer from the [CLS] token; ii) for the fake-news detection task, we split
the news document into smaller chunks, obtain the [CLS] encoding of each chunk, and then we apply
either a min, max, mean pooling for generating the final document representation. Table 1 depicts the
type and variations of features tested during the training phase.

Finally, it is worth mentioning that we did not apply any preprocessing steps in any of the tasks.
To validate our experiments, we performed a stratified 10 cross-fold validation strategy.

3. Aggressiveness ldentification

The offensive language in Mexican Spanish corpus used for this task has 10,475 Spanish tweets. The
training partition contains 7332 tweets with two possible classes (aggressive or non-aggressive). More
details of this corpus can be found in [14]. Table 2 shows the results obtained in both, the validation
phase and our two runs submitted for the final evaluation of this task over 3143 unseen tweets. The
difference between the two submitted outputs, i.e., run id 1 and 2 (1), is the classifier, submission 2
was trained using a Multi-Layer Perceptron (MLP).

4. Fake-News Identification

The fake-news Spanish corpus used in this task has 971 news from 9 different topics. The training
partition provided for the development stage has 676 news with a binary class (fake or true). Each
news is compose by the headline, body, and the URL from where the news was published (the complete
description of this corpus can be found in [15]). For our experiments, we used only the headline and
the body of the news as a single document. Table 3 shows the results obtained in the development
stage of the challenge, and the two runs submitted for the final evaluation of the tasks over 295 unseen
news.

%https://scikit-learn.org/stable/index.html
*https://github.com/dccuchile/beto
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Table 2
Results in validation and test phases reported in F-score for aggressive (F+), non-aggressive (F-), and macro
average of the F-score (Fm).

Validation phase Test phase

Input features Fm F+ F- ID Fm F+ F-

W (1,2) 0.783 0.698 0.868 - - - -

W (1,3) 0.777 0.690 0.864 - - - -
C(1,2) 0.726 0.601 0.850 - - - -
c(,3) 0.778 0.689 0.866 - - - -

B (LHL) 0.742 0.628 0.856 - - - -
C@,3)+W(1,2) 0.780 0.702 0.857 - - - -

B +W(1,2) 0.787 0.694 0.879 - - - -

B+ C(1,3) 0.780 0.684 0.876 - - - -
B+W(1,2)+C(1,3) 0.803 0.716 0.889 1 0.807 0.725 0.888
B+W(1,2)+C (1,3t 0.798 0.702 0.894 2 0.801 0.706 0.895
Bi-GRU (baseline-given by track organizers) 0.798 0.712 0.884
BOW-SVM (baseline-given by track organizers) 0.777 0.676 0.878
Best system (in the task [1]) 0.859 0.799 0.919

Table 3
Results in validation and test phases reported in F-score for fake-news (F+), real-news (F-), and macro average
of F-score (Fm).

Validation phase Test phase

Input features min-df,max-df Fm F+ F- ID Fm F+ F-
W(1,2) 0.01, 0.5 0.775 0.793 0.758 - - - -
Ww(1,3) 0.01, 0.5 0.778 0.798 0.758 - - - -
Cc(1,2) 0.01,0.5 0.697 0.719 0.674 - - - -
C(1,3) 0.01, 0.5 0.757 0.768 0.745 - - - -
B(min-pooling) 0.843 0.842 0.845 2 0.856 0.844 0.868
B(max-pooling) 0.830 0.830 0.830 - - - -
B(mean-pooling) 0.833 0.831 0.835 - - - -
C(1, 3)+W(1,2) 0.01,0.5 0.805 0.807 0.802 - - - -
B+W(1,2) 0.01,0.3 0.845 0.846 0.844 1 0.850 0.840 0.859
B+C(1,3) 0.01,0.3 0.834 0.834 0.835 - - - -
B+W(1,2)+C(1,3) 0.01,0.3 0.833 0.831 0.835 - - - -
B+W(1,2)+C(1,3) 0.01,0.5 0.848 0.846 0.850 - - - -
Third best system (in the track) 0.817 0.819 0.817
BOW-RF (baseline-given by track organizers) 0.786 0.785 0.787

5. Conclusions

This paper describes Idiap & UAM participation at the MEX-A3T 2020 shared task on the Classification
of Fake-News and Aggressiveness analysis. Our participation aimed at analyzing the performance of
recent generalization techniques, namely deep supervised autoencoders. To this end, we performed
a comparative analysis among simple transformers based language representation strategies and tra-
ditional text representations such as word and character n-grams. Notably, the SAE method benefits
the most when it is feed with input features generated from the combination of BERT encodings and
word/char n-grams. Particularly, for the aggression detection task, our proposed approach can obtain
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a relative improvement of 1.1% over the stronger baseline, while for the fake-news detection task the
improvement over the baseline is 8.1%.

As future work, we plan to perform an analysis of what are the dataset characteristics that allow
the SAE approach to provide good performances. Also, we want to evaluate the impact of SAE’s
hyperparameter tuning through optimization methods, such as Bayes Optimizer[16], and evaluate
our proposed approach on other similar classification tasks.
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