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Abstract

Answer Set Prolog (ASP) and its extensions are considered powerful tools for encoding defaults. However, some defaults that
are usually originated from permitted modal expressions seem hard to deal with through ASP and its existing extensions.
In this paper, we develop two extensions of ASP, which are called ASPP and ESP, by introducing permitted operators. The
former uses an operator C preceding a literal to express the literal is permitted to be true in the current belief set. The latter
extends Epistemic Specification (ES) with an epistemic operator A preceding a literal to express the literal is permitted to
be true in some belief sets. The syntax and semantics of ASPP and ESP are introduced sequentially. Then, the relationship
between ESP and the ES is carefully discussed to show the difference between epistemic operators M and A. Besides, several
examples in the paper are used to illustrate the necessity of using permitted operators in ASP and its extensions.
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1. Introduction

Answer Set Prolog (ASP) [1] is a successful KR language
under stable semantics [2] with plenty of extensions.
Epistemic Specifications (ES) is one of these extensions
that allow for introspective reasoning with incomplete
knowledge through epistemic operators. Gelfond [3] and
Kahl [4] presented an extension of the answer set prolog
by introducing the epistemic operators K and M to sup-
port strong introspection. Shen and Eiter [5] proposed
a language for strong introspection through epistemic
negation operator NOT instead of K and M. Although
ASP and ES are considered as powerful tools for encoding
defaults, some defaults that are usually originated from
permitted expressions seem hard to deal with in ASP and
ES.

Example 1 (p by default). An interpretation of “p by
default” is “p is true if it is permitted.” Under this inter-
pretation, “p by default” naturally means a belief set {p}.
Moreover, with additional information that “p is not per-
mitted”, the belief set is {}.

There are usually two ASP programs IT; and II, that
are used to encode “p by default” respectively. II;
{p < ——p.}, where — denotes negation as failure (NAF).
I, : {p « —~ ~ p.}, where ~ denote strong negation.
However, neither IT; nor IT, follows our interpretation.
I1; has two answer sets, {p} and {}. I, seems fine, but
II, u {« p.}is not satisfiable, which we expect to have an
answer set {}.
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Furthermore, let us see the introspection situation in
ES as shown in Example 2.

Example 2. “p ifq is possible” is often encoded as an ES
programIls:

p < Mg.

However, II; has an unique world view {@}, which
is against our interpretation that “p is true because q is
permitted”, and we expect a world view {{p}}.

Here we have another example of introspection in
Example 3, which is a variant of an example in [6].

Example 3. A sentinel should raise the alarm if he found
some evidence that it is possible to be dangerous. Mean-
while, he should keep alert if the danger has not been elim-
inated.

There are two rules about the sentinel’s introspection
and decisions in this example. The first one is a rule with
introspection about the possibility and can be encoded
by a classical ES rule

alarm < Mdangerous. (r1)

However, we can not find an accurate ES rule to express
the second one, which can be interpreted as the sentinel
should keep alert if dangerous is permitted by some be-
lief sets. For instance, we try to describe the sentinel’s
introspection with the following rules.

alert < Mdangerous. (r9)

alert < —K ~dangerous. (ry)

Rule (r;) means alert can be derived if there exists at least
one answer set in which dagerous is true, but a belief
set permitting dangerous may not contain it. Rule (r3’)
contains a new literal ~dangerous in its body, which can
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not be derived if there is no rule with ~dangerous in its
head. Therefore, neither rule (r;) nor rule (r;’) has the
semantics we want.

Hence, this paper aims to develop the extensions of
ASP and ES respectively to address the issues of handling
defaults originated from permitted expressions. Specifi-
cally, we develop two extensions of ASP, which are called
ASPP and ESP respectively, by introducing permitted op-
erators. The former uses an operator C preceding a literal
to express the literal is permitted to be true in the current
belief set. The latter extends Epistemic Specification (ES)
with an epistemic operator A preceding a literal to ex-
press the literal is permitted to be true in some belief sets.
Intuitively, “p by default” can be encoded as p < Cp. in
ASPP, and “p if q is possible” can be encoded as p « Agq.
in ESP. Furthermore, the second rule in Example 3 can
be written as

()

alert < Adangerous.

According to rule (r;), the sentinel should keep alert if
dangerous is not proved to be inconsistent in at least one
of his belief sets.

Usually, a non-ground logic program, which is a logic
program with variables, is considered as a shorthand for
the corresponding ground program. Therefore, we only
consider ground logic programs in this paper unless in
some examples.

The rest of this paper is organized as follows. In Sec-
tion 2, we review Default Logic and Epistemic Specifica-
tions. In Section 3, we propose the syntax and semantics
of ASPP. In Section 4, we propose the syntax and se-
mantics of ESP. In section 5, we discuss the relationship
between the new language and ESCX [4]. At last, we
conclude the paper with some future work.

2. Preliminaries

2.1. Default Logic

Defaults are very useful in logic programs because they
allow drawing conclusions based on commonsense or
typical knowledge with incomplete knowledge. Default
Logic (DL) [7] has been extensively researched since it
was proposed as a nonmonotonic paradigm to represent
default.

The defeasible rules in default logic are called default
rules of the form

a: Prs Py

- )
where a, f, w are classical formulas. « is the prerequisite
of the default, s are justifications, w is the consequent.
The default rule 1 intuitively means ”If @ is provable and
all ;s are consistent with it, then assume w as default.”

A default rule is normal if f is equivalent to wj it is semi-
normal if fimplies w. A default theory is a pair (D, W),
where Dis a set of default rules, and Wis a set of formulas.

Definition 1 (Extension of Default Theories). Let (D, W)
be a default theory, E be a set of formulas. Define Ey = W
and fori > 0:

a: By,
GDi Z{# € D|(Z € Ei,Vﬁi i~ ﬁi ¢ E}

E; 11 =Th(E;) u {Conseq(6)|6 € GD;}.

where Th(E;) is the set of all classical propositional conse-
quences of E;, Conseq(d) is the consequent of the default
rule 8. Then E is an extension for (D,W) iff E = Uiy E;-
Note that we use operator — for negation as failure (NAF)
and ~ for classical negation in this paper. An extension of
default theory (D, W) represents a possible set of beliefs of
this theory.

Gelfond et al. [8] proposed the Disjunctive Default
Logic (DDL) that extended classical DL with disjunction
to extend the representation ability of default logic. The
disjunctive defaults have the form of

a : Pr.., Pm @
1] ... |wop

Definition 2. (Extension of Disjunctive Default Theories)
Let (D,W) be a disjunctive default theory, E be a set of
formulas. E is an extension for (D,W) if E is one of the
minimal deductively closed set of formulas E’, where for
any default rule from D, ifa € E’ and ~ fBq,...,~ B, ¢ E,
then3w; : w; € E’.

Researchers have paid much attention to the relation-
ships between modal logic and default logic to capture the
semantics of default logic. They have found many inher-
ent connections between these two kinds of knowledge.
Konolige [9] proved the existence a reversible translation
from default logic into strongly grounded autoepistemic
logic (AEL). Based on his work, Gottlob [10] constructed
a nonmodular translation from default logic to standard
AFEL. Truszczynski [11] has shown that the nonmono-
tonic logic S4F captures the default logic. Cabalar et al.
[12] proposed intuitionistic default logic, a variation of
default logic inside S4F. Meanwhile, some researchers
focused on represent default by logic programming lan-
guages. Gelfond [13] has shown that the nonmonotonic
logic ASP without constraints or disjunctions captures
the default logic. He also presented a method to represent
defaults in ASP by adding literals and rules about abnor-
mal information [1]. Lifschitz [14] introduced an idea
to translate ASP programs into default theories, which
Chen et al. [15] used to develop a default logic solver
based on ASP solvers.



s WeEs W ks

Ke replace s by e delete the rule
—-Ke removes replace s with —e
Me  removes replace s with ——e
—-Me replace sby me  delete the rule

Table 1
Modal reduct of ESCX

2.2. Epistemic Specifications and Justified
Semantics

Epistemic Specifications (ES) extends traditional answer
set programs with epistemic modal operators K and M.
An ES program is a finite set of rules of the form:

€] OF...0F € < €yl (3)
where [is a literal, ¢;s are objective literals of the form [ or
-, 5;s are subjective literals with an epistemic operator
K, -K, M, or -M.

A belief set of an ES program II is a consistent set of
literals in the language of II. A view is a collection of
belief sets. If an extended literal is satisfied by a point
structure (A, W), where A € W, is defined as:

3 €ms STy s Spe

o« (A, W) EIliffl € A, where [ is a literal.
« (ALW)E-liffl ¢ A.

e (AW)EKeiff VAEW : Ake.

e (AW)EMeiffIAEW : Ake.

« (AW)E-KeiffIA€W : Ate.

e (AW)E-Meiff VAEW : Ake

For an objective literal e, it can be denoted as A F e. For a
subjective literal s, it can be denoted as W k s.

Many versions of semantics have been proposed for the
language of Epistemic Specifications. Kahl [4] introduced
a typical one, which we call ESCK in this paper, by the
definition of modal reduct and world view.

Definition 3 (Modal Reduct of ESCK), LetII be a finite
ES program, W be a collection of belief sets. The modal
reduct of I w.r.t W, denoted by 1V, is obtained from I1 by
eliminating subjective literals as Table 1.

Definition 4 (World Views of ESCX). W is a world view
of I1 if and only if W is equal to a collection of all answer
sets of TIW.

To have a clear view of circular modal justification,
Kahl also introduced the conception of the M-cycle, a
cycle in modal support graph of a program with an edge
of M.

Definition 5 (Modal Supported Graph). Given an epis-
temic logic program I1, a modal supported graph of 11, or
MS graph for short, is a directed graph where:

Ke
Label - K

-Ke
-K M

Extended Literal e —e Me —Me

-M

Table 2
Labels of outcoming edges from literal nodes

Figure 1: Modal support graph of I1, with M-cycle

e for each ruler; inTl, there is a rule node labeled by
r; denoting the rule;

« for each distinct objective literal e in the language
of IL, there is a literal node labeled by e;

* for each objective literal e in the head of ruler, there
is an unlabeled edge from the rule noder to literal
node e;

* for each extended literal in the body of ruler, there
is an edge labeled according to Table 2 going from
literal node e to rule node r.

Definition 6 (M-Cycle). A cycle in the MS graph of an
epistemic logic program is called an M-cycle if M labels
an edge within the cycle.

Example 4 (M-cycle). Consider a programI1:

P <Mg,—q.
q <Mp,—p.

(r)
()

Figure 1 shows the modal support graph of I1,, which con-
tains an M-cycle through q, rule (r;), p and rule (r,).

In Example 4, program II, should has a unique world
view {{p}, {g}} under the semantics of ESCK. However,
many researchers claimed their disagreement against this
example, including Yi-Dong shen [5] and Yuanling Zhang
[16].

The aim of justified semantics of ES, which we called
ES?Z in this paper, is to develop an intuitive understand-
ing of the M operator and get rid of circular justification
in a stronger sense. It refines the semantics of Epistemic
Specifications by constructing a justified reduct and dis-
junction reduct. By the new semantics, since all literals
in a world view need to be justified, the M-cycle does not
cause a self-support problem.

ES% provides a classical method to define the views
with a maximal guess of epistemic negations.



s WeEs Wks
Ke replace sby e delete the rule
-Ke | removes delete the rule
Me remove s delete the rule
—Me | replace sby —e | delete the rule

Table 3
General Modal Reduct of Maximal View

Definition 7 (Maximal Views). LetII be an ES program
and W = {A4,..., A,}, where A;s are belief sets. A dis-
junctive program IV is called the general modal reduct
W ={Ay,..., A,} if it is obtained by eliminating every sub-
Jjective literals in I with the transformation in Table 3. We
call W a maximal view if W is the collection of all answer
sets of TIV.

In addition to the maximal view, the justified view
requires all belief sets in a world view to be justified,
which means all subjective literals satisfied by a belief
set are not only supported by themselves.

Definition 8 (Disjunction Reduct). LetII be a positive
disjunctive program and A be a consistent set of literals in
the language of II. The disjunction reduct of IT w.r.t. A,
denoted by TI*Y, is a program obtained from II removing
all literals not in A from the head of all the rules in IL

The intuitive meaning of disjunction reduct is that if a
literal [ in the head of rule r is not contained in a belief
set A, then [ does not affect other literals in head(r).

Definition 9 (Modal Operator Interpretation). LetII be
a program with epistemic defaults, W = {Ay, ..., A,} be
a collection of belief sets. The mapping p from subjective
literal s and belief set A; is defined as p(s, A;) for all A;, A; €
W.

- ifW FKe, p(Ke, A) = {6}
o if Wk —-Ke, p(-Ke, A;) = {-ej|Aj¥e} ;
e if W EMe, p(Me, A)) = {gjlA; k e};

e if Wk =Me, p(—Me, 4;) = {—e;}.

Example 5. Letlls ={p « Mq.}, W ={A; ={¢}, A, =
{p,q}}. The modal operator interpretation of ¢ w.r.t Ay is
p(Mg, A1) = 1q1, g2}-

Definition 10 (Modal Reduct for ES%Z). Consider an ES
program 11, a collection W of belief sets {Aq, ..., Ap}. The
modal reduct of II w.r.t. W, A;, and p, denoted as nv-Aip,
is derived by following steps.

1. Renaming each objective literal e not occurring in
any subjective literal in 11 by e;;

2. removing rules whose body contains a subjective
literal s that W¥s;

3. replacing every occurrence of subjective literal s in
rule r or its copies by a literal in p(s, A;).

Example 6 (Continuing Example 5). The modal reduct
of Ils wr.t. W, Ay, p is

P1 < q1
P1 < qo-

Definition 11 (Justified Views). ConsiderIl be a program
with epistemic defaults, W = {Aq, ..., Ay} a collection of
belief sets. Let B = {§;|A; £ I,1 < i < n}, the full reduct

of Il w.rt. (A;, W), denoted by H}fﬁw>, is obtained from
I1 by applying justified reduct w.r.t. W, Gelfond-Lifschitz

Byv
B 5
reduct and disjunction reduct w.r.t. B, i.e ((HW’AI‘/’) ) .

W is a justified view of II iff B is the unique stable model
(A, W)

n
of Uizt gy
Definition 12 (World Views of ES%%). LetII be an ES
program and W a collection of belief sets. W is a world
view of IL iff W is a justified view and maximal view of TL.

3. Answer Set Programming with
Defaults

This section introduce the syntax and semantics of ASPP,
which extends ASP with operator C.

An ASPP program II is a finite collection of rules of
the form

s dn. ©

where ¢; are extended literals of the form [ or i, Is are
literals in classical logic, d; are default literals of the form
Ce or —Ce. Intuitively, Ce means it is permitted (or not
forbidden) to assume e is true, and ~Ce means e is proved
to be not permitted. A rule containing operator C is a
default rule.

€1 07+ OF € <= €fy1, " »Em, A1,

Example 7. Consider the following default logic programs
I

bird(tweety). (r)
flies(X) < bird(X), C flies(X). (r2)
and I1§
penguin(tweety). (r3)
« penguin(X), flies(X). (rg)

Since flies(tweety) does not conflict with rule (r;) or rule
(r5), g concludes flies(tweety). However, with the addi-
tional fact rule (r;) and constraint rule (ry) in IIf, it is
inconsistent to assume that flies(tweety) is true. Thus
flies(tweety) is not in the consequent of 15 u IT}.

Example 7 illustrated the semantics of ASPP we have
defined intuitively. Now we will give a formal definition.



d (X,Y)kd (X.Y)#d

Cl remove d replace d with [
C-l  removed replace d with —[
—Cl  replace dwith -l  delete the rule

—C-l  replace d with delete the rule

Table 4
Obtain II*Y) by eliminating defaults, where [ is a positive
literal without C or —.

Definition 13 (Satisfiability). A default interpretation of
program I1 is a pair of consistent literal sets (X,Y), where
X CY C Literal(IT) and Literal(I1) is the set of all literals
in the Herbrand universe of IL. Let (X,Y) be a default
interpretation of I,

* (X,Y) Eliffl € X wherel is a literal;

* (X,Y) E —eiff X ¥ e where e is an extended literal;

« (X.Y)ECLiffl € Y;

e (X,Y)ECeiff YFe

° (X,Y) ECeiff (X,Y) ¥ Ce;

* (X,Y) Eriffie € head(r) : (X,Y) Feordp €
body(r) : (X,Y) b ¢, whereris aruleinIl, e is an
extended literal in the head of r, ¢ is an extended
literal or default literal;

o (X,Y)EILiffvr €1 : (X,Y) k1, and this default
interpretation is called a default model of TI.

In a default interpretation (X,Y) which satisifies an
ASPP program I1, if [ € Y, then Clis allowed by (X, Y). In
that case, X should be an answer set of the default reduct
XY}, which is obtained by removing default literals
from IL.

Definition 14 (Default Reduct). Let T be an ASPP pro-
gram, (X,Y) be a default model of II. The default reduct
of 1 wrt. (X,Y), denoted by XY} s obtained by elim-
inating the occurrence of Ce or =Ce in rule r as Table 4.

Now we use default reduct to define the default stable
models of a program with default rules.

Definition 15 (Default Stable Models). For an ASPP
programll, a default model (X, Y) is a default stable model
of 11 iff
1. X is an answer set ofH<X’Y>,
2. Y EIIXD),
3. let ®(Y,1I) be a set of default literals of the form Ce
in 11 that satisfied by (X,Y), there does not exist a
consistent set of literals Y’ that X CY’, ®(Y,II) C
O(Y', 1) and Y’ £ XY,

The set of all default stable models of a program1I1 is denoted
by DSM(II).

Definition 16 (Stable Models of ASPP programs). LetII
be an ASPP program. A literal set A, where A C Literal(I1),
is called a stable model of II if Y : (A,Y) € DSM(II).
The set of all stable models of the program 11 is denoted by
SM(ID).

Let us take a close look at Definition 13 and 15. It
shows that by the second condition of Definition 15, His
stable, i.e., X is minimal, while the third condition makes
sure Y is maximal, thus the default stable model (X,Y)
can satisfy as many extended literals in IT as possible.

Example 8 (Default Stable Models). Consider the ASPP
programI1;

a < Ca.
b « Cb.
<~ a,b.

C < a.

Consider default interpretations M; = ({a,c},{a,c}), and
M, = ({b},{b}), M3 = ({},{}). {a, ¢} is an answer set ofH;VI‘
and {b} is an answer set ong/IZ. By Definition 16, M; and
M, are default stable models of I1;. For M3, the Y-part of M3
isY;={} ¢ AS(H;VIB). However, there existsY’ = {a, c} that
Y E H<{}’{“’°}>, and ®(Y3,1I) € O(Y’,II;). Therefore, M3 is
not a default stable model of I1;, and SM(I1;) = {{a, c}, {b}}.

Example 8 is a typical instance of ASPP that shows
the feature of the operator C. Neither ——e nor - ~ e can
capture the semantics of Ce. For example, program IT; has
two stable models {a, c} and {b}. Considering following
ASP programs II7:

a < a.
b <« —|—|b_

«—a,b.

ca
and I17:

a<— - ~a.
b« - ~b
«~—a,b.

C < a.

On the one hand, IT/ has three answer sets, {a, ¢}, {b}, and
{}. Apparently {} is not a stable model of IT; that we want,
thus ——e can not represent defaults. On the other hand,
I17 is unsatisfiable, which means - ~ e can not represent
defaults neither.

ASPP also provides a method to represent negative
defaults, which is not provided by classical default logic.



Example 9 (Programs with Defaults and Negation). Con-
sider the ASPP program Tl

a < ~Cb.
and the ASPP program I1,
a < C-b.

and default interpretations M; = ({a},{a}), and M, =
(@,{b}). Ny

For program Ilg and My, we have Il = {a « -b}
and {{a}} = AS(Héwl). However, there is another default
interpretation M{ = ({a},{a, b}) that Héwl ={}and{a, b} F
Héwl, and ®({a, b},1Ig) = {Cb} while ®({a},IIg) = @. By
the third condition in Definition 15, M is not a default
stable model of Ilg. Because {a} is not an answer set ofHéVIl,
by the first condition of Definition 16, M] is not a default
stable model of Tg. On the other hand, M, € DSM(I1y),
and @ is a stable model of I1g.

For program 11y and default interpretation M,, we have
Q= AS(HQ/IZ). However, there exists a default interpreta-
tion Mj = (@,{a}), and ®({a},I1y) = {C—b}. Meanwhile,
o({b},I1y) = @, H]ng ={a.}, thus{a} F Hg/lz. Therefore, M,
is not a default stable model of . It is easy to check that
M, is a default stable model of Tl,.

Example 9 shows how does ASPP deal with the nega-
tion of defaults and how does the function ® works.

Now, let us revisited Example 1. “p by default” can be
described by an ASPP program containing only one rule:

p < Cp.

It is easy to check that {p} is the unique stable model of
the program as we expect.

4. Epistemic Specifications with
Defaults

This section introduces the syntax and semantics of ESP,
an extension of ESZZ.
A rule of ESP is of the form

®)

where ; are literals, ¢; are objective literals (or extended
literals in ASPP) of the form [ or -, s;s are subjective liter-
als of the form Ke, ~Ke, Me, "Me, Ae or —Ae. Intuitively,
Ae means that e may be permitted.

€1 OF - OF € < €1, , €y, S1, ", Sp-

Definition 17 (Satisfaction of Ae). For a collection of
default interpretations W, W F Ae iffiw e W : wk Ce.

s WeEs
Ke

WiEs

replace sby e delete the rule

—-Ke removes delete the rule
Me remove s delete the rule
—Me replace s by —e delete the rule
Ae remove s Ce

—Ae replace sby ~Ce  delete the rule

Table 5
Modal Reduct of ES with Epistemic Defaults.

Definition 18 (Modal Reduct). LetII be a program with
epistemic defaults and W be a non-empty collection of belief
sets, where a belief set is a default interpretation (X,Y).
The modal reduct of II w.r.t W, denoted by HW, is an ASPP
program obtained fromI1 as Table 5 by eliminating every
subjective literal s.

Definition 18 is a modification of the modal reduct of
traditional Epistemic Specifications. The last two rows
define the reduct of the new subjective operator A. How-
ever, we still need a method to reduce the circular justifi-
cations: subjective interpretation and justified reduct.

Definition 19 (Subjective Interpretation). Let IT be a
program with epistemic defaults, W = {A4,...,Ap} be a
collection of belief sets. The mapping p from subjective
literal s and belief set A; is defined as p(s, A;) forall A;, A; €
W.

* ifWEKe p(Ke, 4)) = {ei};

* if Wk -Ke, p(-Ke, A;) = {-ej|A; b e};

e if W EMe, p(Me, A)) = {¢lA; k e};

* if Wt -Me, p(=Me, A)) = {e;};

e if WE Ae, p(Ae, A;) = {Cej|A; k Ce};

« IfW & Ae, plAe, A) = {Ca

o if Wk Ae p(—Ae, A;) = {-Ce};

o if W i 2Ae, p(-Ae, A;) = {=CejA; = ~Ce}.

In Definition 19, p is a mapping from a subjective literal
to the belief sets that justifies it. p provides a method to
find the self-support cycles in a program. For a subjective
literal s with classical epistemic operators, the justified
reduct of s is ignored if Wks, because circular justification
is not permitted in this situation. However, for s with
operator A or —A, s need to be justified whenever W F s
or not.

Example 10 (Subjective Interpretation). Considering pro-
gram 1,y with a self-supported of A.

P < Ag,q.
q < Ap,—p.

Let Ay = ({ph{p}). Az = ({ghig}), W = {A;, Az} The
subjective interpretations w.r.t. Wis p(Ap, A;) = Cp; and

p(Aq, A;)) = Cq, fori € {1,2}.



Definition 20 (Justified Reduct). Consider an ESP pro-
gram 11, a collection W of belief sets {Ay, ..., A}. The jus-
tified reduct of I1 w.r.t. (A;, W), denoted by H<Af’W>, is
obtained by the following steps:

1. removing rule r if there exists a subjective literal
s € body(r) with operatorK, =K, M or =M if W k s;

2. replacing subjective literals s in ruler or its copies
with literals in p(s, A;) if W E s;

3. replacing objective literals | with I;.

The justified reduct of a program IT w.r.t. W shows
the justification of all literals in IT. However, a justified
reduct is a default logic program with disjunctions, which
is possible to have stable models not contained by W.

Definition 21 (Justified View). ConsiderII be a program
with epistemic defaults, W = {Aq, ..., A,} a collection of
default interpretations. Let B={[JA; ¥ ,1 <i<n},C =
{l|A; ¥ CL1 <i < n}, the full reduct of IT w.rt. (A, W),
denoted byH}flil’W>, is obtained from1I1 by applying justified
reduct w.r.t. W, Gelfond-Lifschitz reduct and disjunction
reduct w.r.t. B. W is a justified view of IL iff (B, Bu C) is
the only default stable model of \ Ji_, H}ﬁﬁ‘”)

Example 11 (Justified Views of I1,,). Consider program
IT,q in Example 10. The justified reducts H10<A1’W> =
< Cqpmqrqr < Cpimpr} W™ = {p «
Cqo.7q2.90 < Cpy,—py.}. By Definition 21, B = C =

w) U H10<A2’W>~

{p1, g0}, which is the answer set oleo}flll’ full

Thus W is a justified view of 1.

Definition 22 (World View). LetII be a program with
epistemic defaults, W be a collection of default interpreta-
tions. W is a world view of I1 iff

1. W is equal to the collection of all default stable

models of the modal reduct 1V and
2. Wis a justified view of IL.

Example 12 (World View of IT;,). Consider ProgramI1;
and Wy = {Ay, A} in Example 10. Since W £ Ap A Agq, the

modal reductH%1 is{p < ~q.q < —p.}. A| and A, are the

only default stable models ofH%‘. Example 11 has shown
that Wy is a justified view of I1,o. Thus Wy is a world view
Ofnlo.

Consider Wy = {(@, ®)}. The modal reduct H%z ={p«
Cq,~q.q < Cp,~p.}, and DSM(IT\) = Wy. The justified
reduct of 11y w.r.t. Wy is {p; < Cq1,—q1.q1 < Cp1,—p1.}-
Thus W, is also a world view of I1;,.

5. Relation with ES®K

This section will compare the semantics of ESP to the
one of ESGK, which we have introduced in Section 2.

highest conviction

Ki -Ml
l -l
Mi -Kl

lowest conviction

Figure 2: Preference Relation of Subjective Literals

Example 13 (Compare M-cycle). Consider an ES pro-
gram Il

p < Mp.

Let Wy = {p}, W, = {2}.

Under the semantics of ESCK, the modal reducts of T1;;
are H‘K‘ = {p.} and H?;z = {p « —p.}. Because W; =
AS(H‘{‘;‘), W, # AS(H?{Z), Wy is a world view of T1 while
W, is not.

Kahl [4] assumes that a rational agent should prefer
to believe the subjective literals MI than [/ than KI. The
epistemic negation defined by Shen [5] shows the same
preference relation. This preference relation makes a
rule with directly M-cycle works like a justification part
in a normal default rule. More generally, a program with
M-cycles works like a default theory.

Because the definition of the justified reduct and modal
reduct of operator K and M is equal to Yan Zhang and
Yuanlin Zhang [16], the circular justification of M and
K will be omitted if the literals in this loop do not have
any external support. As a result, a subjective literal of
the form MI can be interpreted as "it is safe to believe [ is
possible”, and other rules or belief sets should justify the
possibility of [.

A further observation of the unjustified world views
caused by operator M reminds us that the semantics
of modal operator M may be ambiguous. In classical
ES programs, the M-cycle of one rule is often used to
express default information. For example, the traditional
description “a bird can fly by default” is usually expressed
in ES programs by the following rule:

fly(X) <« bird(X), Mfly(X).

However, for a bird tweety, the only justification of sub-
jective literal M fly(tweety) is exactly this rule and the
unique belief set that contains fly(tweety). It means
M fly(tweety) is not justified by this belief set.

Example 14 (Continuing Example 3). Consider the fol-
lowing extension Iy, of the program in Example 3.

(r)
(r2)

alarm < Mdangerous.

alert < Adangerous.



dangerous < alarm.

(r3)

Rule (r3) means the sentinel will belief it is dangerous if the
alarm has been raised. This looks reasonable because the
alarm can be raised by other sentinels. Rule (r;) and rule
(r3) constitute an M-cycle, and by the natural language
description, alarm should not exist in any belief sets of the
world views of TI;,.

Example 3 shows the difference between the represen-
tation of the introspection about permitted and possibil-
ities. With the idea in this example, “a bird can fly by
default” should be represented in ESP by the following
rule:

fly(X) « bird(X), A fly(X).

This rule forms an A-cycle, which can be defined as the
M-cycle in Section 2.

Definition 23 (A-cycle). For a subjective literal s of the
form Ae or —Ae in a ruler, label the edge from e to the
objective literals e’ € head(r) in MS graphs by the leading
modal operators A or ~A. A cycle in the MS graph of an
epistemic logic program is called an A-cycle if A labels an
edge within the cycle.

Example 15 (A-cycle). Consider program Il 3:

p < Ap.

Let W = {A; = {{p},{p}H}. The modal reduct of 11,3 w.r.t
W is {p.}, which means W = DSM(H%). The justified

reduct of 113 wrt. (A, W) is Hg?l’w> = {p1 < Cpy.},
and {{p1},{p:1}) is the unique default stable model of it,
which means W is a justified view of 1. As a result, W is a

world view of 1 ;5.

With close observation of Example 13 and Example
15, we can find that although M-cycles’s semantics are
defined differently, operator A provides a method to rep-
resent defaults information, which M-cycles represent
under the semantics of ESCK,

Definition 24 (Default View Image). For a view W of
an ESOK program 11, the default view image W of W is a
collection of default interpretations that

W ={(A,A)AeW} (6)

Proposition 1 (Relationship between direct M-cycle and
A-cycle). LetII be an ES program that every modal opera-
tor M in 11 occurs in a rule of the form

™

where B is a collection of objective literals or extended sub-
Jjective literals, I be a program obtained fromII by replac-
ing M with A. A collection of belief sets W is a world view
of I1 under ESPK semantics if and only if its default view
image W is a world view of I’ under the semantics of ESP.

p < Mp,B.

Proof. Let rule r be a rule in IT of the form (7), r’ is ob-
tained from r by replacing Mp with Ap. If W ¥ B, both
rand r’ are satisfied, thus we only need to consider the
situations that W k B.

To prove the soundness of Proposition 1, consider the
following situations:

« For =Kl € B, if W ¥ —KI, the modal reduct of
ESCK replaces =Kl with —I. By the definition of
satisfiability, VA; € W : | € A;, which means
ris deleted in the Gelfond-Lifschitz reduct. By

Definition 18, ris deleted in IT’ W IfW E =KL then
—-Klis removed in both reducts.

« For Ml € Bor Ml € I1/r, if W £ ML, then Ml is
removed in both reducts. If W = M, it is replaced
by ——lin I, while the rule is removed in I’V
Because Ml does not occur in any M-cycles, =
does not support . According to the definition
of satisfiability in ESCK, [is not satisfied by any
belief set in W, thus the rule Ml occurs in is deleted
in the Gelfond-Lifschitz reduct.

« For other subjective literals s € B without oper-
ator M, the modal reduct of s by Definition 3 is
equal to the one by Definition 18.

« If W EMpand W E B, the modal reduct of r w.r.t

Wis p < B., which means VA; e W : p € A;

and W F Ap. By the definition of justified reduct,

ris translated into VA\,- ew : pi < Cpy., pyis
justified. By the definition of modal reduct, r is
translated into p < B.. For the other rules in

I1, the modal reducts under boih semantics are

equal, thus (IT/")Y = (T’ /r)". It shows that

W is a world view of II” under the semantics in

Definition 22.

If W # Mp and W ¢ B, the modal reduct of r

w.r.t Wis {p « ——p, B}, which is equivalent to

{por—p « B}. Because VA; € W : A; ¥ p, p

must not be consistent with the other rules in

II/r, thus VA; € W : A; b Cpand W i Ap, rule

r’ is deleted from I’ in the modal reduct of r’.

As a result, Wis a justified view of I and equals

to the collection of default stable models of TI’V.

It shows that Wis a world view of IT” under the

semantics in Definition 22.

To prove the completeness of Proposition 1, consider
the following situations:

+ As shown in the proof of soundness, subjective
literals in B and I1/r are equivalent under the two
semantics.

« If W £ Ap, the modal reduct of r’ w.rt Wis p.,
thus Vﬁ,— EW : A\i F p., W F Mp. The modal
reducts of rest rules in IT and IT” are equal, thus W



is the collection of all answer sets of IT", which
means W is a world view of L.

« If W ¥ Ap, Ap is replaced by Cp in the modal
reduct II'W. By the definition of satisfiability,
VA; €W 1 At Cp, thus VA; e W : A; ¥ p,
W ¥ Mp. The modal reduct of ris p < —-—p, B.,
thus the modal reduct of TV = I’V /{p « Cp, B.}u

{p <« ——p,B}, and I’V is not consistent with p.
It means AS(ITY) = AS(IT'Y) = W, Wis a world
view of II.

According to the proof of soundness and completeness
above, Proposition 1 holds. O

More trivially, we can expand Proposition 1 to all kinds
of M-cycle.

Theorem 1 (Relationship between M-cycle and A-cycle).
LetT1 be an arbitrary ESCK program, T’ be an ESP program
obtained by replacing every subjective literal of the form Ml
in rule r with subjective literal Al if there is an edge labeled
with M from rule noder tol in an M-cycle. A view W of T
under the semantics of ESCK if and only if its default view
image W is a world view of II".

Here is the sketch of the proof of Theorem 1. As shown
in the proof of Proposition 1, it needs to prove that the
modal reducts of rules in M-cycle and translated A-cycle
under two semantics respectively are equal. The proof
needs to consider the following situations:

multiple rules in the cycle;
rules with disjunctive heads in the cycle;
NAF operator - in the cycle;

L .

modal operators K and =K in the cycle;

Here we use multiple rules as an example.

Proposition 2. For an ESCK program containing follow-
ing rules
q1 < Mp, B;. (r1)
g2 < q1, B. ()
gi < gi-1, B;. ")
P < 4 By (rir1)

, Wis a world view of I1 if and only if the default view
image W is a world view of the ESP program containing

¢ < Ap,B;. ()
G2 < q1, By. (r3)
g < Gi—1, B;. )
P < 4, By (i

Proof. According to the proof of Proposition 1, rules (r;)
,..» (r41) are equivalent to rules (15) ,..., (r/ ;). Thus
we only need to prove the equivalence of rule (r;) and
(r{) when W F B;. For the soundness part, considering
following situations:

« If W F Mp, the modal reduct of r; is g; < By..
Meanwhile, for every A; € Wthe justified reduct
of r{ is q1; < Cp;, Byj.. If Mp is concluded by
I1/{ri, ..., r;y1}, then according to the definition of

AW

justified view, p; is justified by (IT" /{r{, ..., ri’ﬂ})(fu]” )
Otherwise, Mp is satisfied only when By, ..., B
are satisfied by W, which means p; is justified by
the justified reduct of r{, ..., 7, 1. As aresult, p; is
justified for every gj € W, Wis a world view of
.

« If W ¥ Mp, the modal reduct of r; is gq; < ——Bjy..
Because VA; € W : A; ¥ p, p must not be con-
sistent with IT/r, thus VA; € W : A; ¥ Cp and
W i Ap,r’ is deleted from IT” in the modal reduct.
As a result, Wis a justified view of II” and equals
to the collection of default equilibrium models of
'Y, which means Wis a world view of IT”.

For the completeness part, consider following situa-
tions:

. if W £ Ap, thus the modal reduct of r{ w.rt. Wis
q; < B. By the definition of default view image,
Wealso satisfies pthusVA; € W : A F pW E Mp.
The modal reducts of IT and IT” are equal, thus W
is a world view of II. R

AW Ap, 1’ is deleted in the modal reduct [TV
and VA; v Cp thusVA; e W : A p, W B
Mp, the modal reduct of r; is g; < ——p, By., thus
the modal reduct IV = I’ u {g;——p, B;.} and
I’V is not consistent with p. It means AS(ITV) =

ASIT'™) = W, Wis a world view of IL.

According to the proof of soundness and completeness,
Proposition 2 holds.
O

Example 16 (Program with NAF and M-cycle). Consider
a program I1y4:

porqg < Mg.

By the definition of world view of ESCK, the only world

view of Tl is {{p}. {g}}.
The corresponding ESP program is T},

porq <« Agq.



Assume Wy = {pLight, Wo = {{p}}, W5 = {{g}t, W, =
{{p. q}}. It is obvious that Wy is a world view of II},. For
W, consider following situations:

« assume Wy = {({p},{p.q})}, Wy F Aq, then W, =
DsMar™?);

o assume Wy = {{{p},{ph}, Wy ¥ Agq, then W, =
DSM(H'?V‘E),

thus W, is not a world view of I1{4. It can be showed W3,
W, are not world views of I’ 4, which means W1 is the
only world view of 1} ,.

6. Conclusion

In this paper, with some examples, we illustrate that the
defaults originated from permitted cannot be represented
convincingly via the existing ASP and ES languages, and
hence present logic programming languages to express
defaults originated from permitted. Especially, we also
compared the ability of expression and semantics of this
language with ESCK and proposed a translation from
programs of ESCK to programs of our language with
epistemic defaults. It shows that the new language can
also provide to separate the representation of permitted
and possibilities, which can eliminate the ambiguity of
M in ES®X and other similar languages for Epistemic
Specifications.

In the future, we are intend to find a simplified defini-
tion of justified views for a more intuitive semantics. We
are then planning to analyze the computational complex-
ity of solving and develop an algorithm with acceptable
efficiency for our further study on the application of our
language. After that, we will do some further research on
the semantics of ASPP and ESD, and see if their semantics
can be captured by classical ASP and ES.
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