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Abstract

Generative Datalog is the first component of PPDL (short for Probabilistic-Programming Datalog),
a recently proposed probabilistic programming language. Specifically, generative Datalog provides
constructs to refer to parameterized probability distribution, and is used for the specification of stochastic
processes. Possible outcomes of such a stochastic process are possibly filtered according to logical
constraints, which constitute the second component of PPDL. This speech is about generative Datalog,
and hints on the possibility to represent non-measurable sets by combining generative Datalog constructs
with addition over real numbers and a single, atomic, ground constraint.
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1. Introduction

Many probabilistic programming languages extend a deterministic programming language
with primitive constructs for expressing random choices [1, 2]. Generative Datalog [3, 4] is
not an exception and extends Datalog with A-terms, primitive constructs for representing
parametrized probability distributions. Semantically, generative Datalog programs are mapped
to existential Datalog programs, so to represent the uncertainty of A-terms. In such existential
Datalog programs the outcome of A-terms is encoded by means of auxiliary predicates, so
that only ground A-terms that are involved in the computation of inferred facts are eventually
represented in models. Hence, the evaluation of a generative Datalog program is seen as a
probabilistic process, and as such the semantics of generative Datalog can be formalized in
terms of probability spaces, whose existence is claimed by Theorem 3.8 in [4].

On the other hand, PPDL (short for Probabilistic-Programming Datalog) [3, 4] adds logical
constraints to generative Datalog, and assumes that the set of filtered possible outcomes is
a measurable set (see Definition 5.3 in [4]). While in the finite case measurability of such a
set is clear, the general case is non-trivial. In fact, non-measuable sets can be represented by
combining generative Datalog constructs with addition over real numbers and a single, atomic,
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ground constraint. (Details on the construction are given in the invited speech.) This fact has
implications on any extension of generative Datalog with constructs that allow for expressing
constraints, among them default negation under stable model semantics [5]: if real addition is
supported by the language, there exists no probability space for models of the general case.

Many other probabilistic logic languages exists in the literature. Some of them attach proba-
bilities to database facts [6, 7, 8, 9, 10], or to rules [11, 12, 13, 14] and other provides constructs
similar to A-terms [15, 16, 17, 18, 19, 20]. A comparison between these languages is out of the
scope of this speech, and the reader is referred to [4] for details.

2. Probability Spaces and Parametrized Probability Distribution
A probability space is a triple (€2, F, P) satisfying the following conditions:

+  is the sample space, a nonempty set comprising all possible outcomes (of the modeled
probabilistic process).

« F C 2% s the event space, a collection of all the events to consider, where an event is a
set of possible outcomes. F must be a o-algebra, ie.

— F contains the sample space: (2 € F;
- F is closed under complement: if £ € F, then (2 \ E) € F;
— F is closed under countable unions: if F; € F for ¢ € N, then (UieN A,-) e F.

« P:F —|0,1] is the probability measure, a function on events such that

- P is countably additive: if F/; € F (for all ¢ € N) are pairwise disjoint sets, then
P<Ui€N E;) = ZieN P(E;).
— the measure of the sample space is equal to one: P(Q2) = 1.

Example 1. Throwing a (6-faces) die is a classical example of probabilistic process. In this case,
the sample space Q2 is {1,2,3,4,5,6} (or [1..6] for a more compact notation), ie. the possible
outcome of the probabilistic process is one of the six faces of the die. The event space F can
be the powerset of €2, hence comprising elementary events such as {1} (the die lands on 1)
and complex events such as {1, 3,5} (the die lands on an odd number) — note that the event
space can also be smaller, if there is no need to consider all the events. As for the probability
measure P, assuming that the die is unbiased, it just divides the cardinality of the event by 6, ie.

P:Ew Elso, P({1}) = L and P({1,3,5}) = 2 = 1. u

When () is countable, and all elementary events (ie. singletons) belongs to F, the simpler
notion of discrete probability distribution can be employed, ie. a function P : 2 — [0, 1] such
that ) _q P(0) = 1. Let Pq denote the set of all discrete probability distributions over 2. A
parametrized probability distribution over Q is a function § : R¥ — Pg, that is, (p) is a discrete
probability distribution over €2 for every parameter instantiation p € R¥.

Example 2 (Continuing Example 1). The constant function P = {i — ¢ | i € [1..6]}isa

discrete probability distribution characterizing the throw of an unbiased die. Biased dice can
be represented by the parametrized probability distribution Die : R® — Plo..¢) satisfying the

following conditions:



. if p; € [0,1] forall i € [1..6] and 3. | p; = 1, then Die(pi,...,ps)(0) = 0 and
Die(p1,...,pe)(i) = p; forall j € [1..6];
« otherwise, Die(p1,...,p6)(0) = 1 and Die(p1,...,ps)(i) = 0for all j € [1..6].

Note that outcome 0 is associated with incorrect instantiations of the parameters. |

3. Syntax and Semantics of Generative Datalog

A A-term is an expression of the form 6(P; S), where § : R¥ — P, is a parametrized probability
distribution over some 2, each element in P and S is a constant or a variable, and |P| = k.
Elements in S contribute to a signature to distinguish different runs of the probabilistic process
associated with d(p), for any grounding p of P. Intuitively, each of those runs returns a possible
outcome from (2, according to the probability distribution §(p).

Example 3 (Continuing Example 2). Each throw of a (possibly biased) die may result in a

different outcome, which can be represented by the A-term Die(py, ..., ps; id), where id is
an identifier for a specific throw of the die — eg. Die(%, - %; 1) and Die(%, e %; 2) to
represent two throws of an unbiased die. Note that two A-terms with different values for the
parameters pq, . . . , pg are necessarily associated with different throws, as they must either refer
to different dice or to a die that is altered between the two throws — eg. Die(é, N %; 1) and
Die(% + ¢, % — €, %, %, %, %; 1), for some € €]0, %] must refer to different throws. [ |

Generative Datalog programs are Datalog programs whose head atoms possibly contains
A-terms — to simplify the presentation, at most one A-term per rule. Their semantics is defined
via an existential Datalog program obtained by replacing every rule H (X) <— B(X) containing
a A-term §(P; S) with the following rules:

3Y Result’(P,S,Y) «+ B(X) (1)
H(X') < B(X), Result’(P,S,Y) ()

where Result® is a fresh predicate name, Y a fresh variable, and X’ is obtained from X by
replacing §(P; S) with Y. Intuitively, rule (1) and predicate Result’ materialize the function
describing the actual outcomes of the probabilistic processes associated with § and involved in
the computation of inferred facts. Such outcomes are then propagated in the correct place by
rule (2). Let I15 denote the existential Datalog program associated with a generative Datalog
program II.

Example 4 (Continuing Example 3). The following generative Datalog program II encodes the
repeated throw of an unbiased die until it lands on an even number:

Odd(1). 0dd(3). 0dd(5). Iteration(1l). (3)
Seen (I, Die <(1;, I>> < Iteration(I) (4)
Iteration(I + 1) < Seen(I, X), Odd(X). (5)



Program 115 is obtained from II by replacing rule (4) with the following rules:

o (1
3Y ResultP'*® (6,1, Y) < Iteration(I)

o (1
Seen(I,Y) « Iteration(I), ResultP™ <G,I,Y> .

Note that II and II5 use integer addition (rule 5), which could be also expressed by A-terms
(see Example 8). |

The probability space associated with a generative Datalog program II is the triple
(Q, F11, Pr), defined next. A possible outcome of a generative Datalog program II is a minimal
model I of II5 such that §(p)(y) > 0 for every Result®(p,s,y) € I. Let Qpr be the sample
space associated with I, ie. the set of possible outcomes of II.

Example 5 (Continuing Example 4). Among the minimal models of 15 there are those extending
I, = {0dd(1), Odd(3), Odd(5), Iteration(1)} as follows:

« I = I} U{Result®®(%,1,2), Seen(1,2)};
o Iy = I U{Result™®(},1,3), Seen(1,3), Iteration(2), Result®®(%,2,6), Seen(2,6)};

e Iy = I U{Result®®(} i,3), Seen(i,3), Iteration(i +1) | i > 1}.

6’
Note that model I, comprises infinitely many facts. |
A derivation wrt. a generative Datalog program II is a finite sequence I = [fi, ..., f,] of

facts such that f; is derived by some unsatisfied rule of I3 U { f1, ..., fi_1}, for alli € [1..n].
Let Zy1 denote the set of derivations wrt. II, and let Q%I denote the set of possible outcomes
of II extending I, ie. {J € Qq | J D I}. The event space associated with II, denoted Fiy, is
the o-algebra generated from {Q%I | I € I11} (ie. its closure under complement and countable
unions).

Example 6 (Continuing Example 5). Recall minimal models I2, I3, I; from Example 5. Let I}
be the derivation [Odd(1), Odd(3), Odd(5), Iteration(1)]. Hence, Q%Il is the entire sample

space Q. For I, = I U [ResultDie(é, 1,2), Seen(1,2)], we have that Qﬁlé = {I2}. On the
other hand, for I = I{ U [Result®®(},1,3), Seen(1,3)], we have that 912113 contains infinitely
many possible outcomes, among them I3 and I,. Note that all finite elementary events belongs

to the event space Fi (eg. {2}), while infinite possible outcomes only occur in complex events
(eg- {Is} & Fm)- ]
The probability measure associated with a generative Datalog program II, denoted Py, is

such that the probability of the set of possible outcomes of II extending a derivation I is the
product of the probabilities of the A-terms represented in 1, ie.

righ = [ o@®.

Result? (p,s,y)el

Example 7 (Continuing Example 6). PH(Q?II{)

while PH(Q?IIé) = PH(Q?IIé) = % because ResultDie(%, 1,2) € I} and ResultDie(%, 1,3) e I

are the only ResultP'® instances in I} and I}, and Die(%)(2) = Die(3)(3) = 3. [ |

= 1 because I} contains no Result”'® instance,



4. Arithmetic and Non-measurable Sets

Example 4 concludes by suggesting that addition over integers can be expressed by A-terms
without the need for an ad-hoc construct. The next example better clarify the idea.

Example 8. Integer addition can be represented by the A-term Add : R? — Pzuq1y such that:

. ifi,j € Z, then Add(7,j)(i + j) = 1 and Add (i, j)(k) = O for all k # i + j;
« otherwise, Add(i,7)(L) = 1 and Add(é,j)(k) = Oforall k # L.

Accordingly, rule (5) in Example 4 can be rewritten as
Iteration(Add(I,1)) < Seen(I, X), Odd(X).
Similarly, A-terms can encode addition over rational numbers or any other countable set. W

Essentially, Add (i, j) in the example above is a Kronecker delta (the discrete anolog of the
Dirac delta function) assigning 1 to ¢ + j, and 0 to all other numbers, for all integers i, j.
The same idea can be adapted to represent any function over any countable set (eg. integer
multiplication and addition over rational numbers), but also any relation over uncountable sets
(eg. greater than or less than). On the other hand, real addition cannot be encoded in this way
because A-terms by definition are associated with parametrized probability distributions over a
countable sample space. (Such a restriction is overcome in [21], where parametrized probability
distribution over uncountable sample spaces are supported.) Support for real addition in the
language has implications on the existence of probability spaces for filtered models of generative
Datalog programs, as hinted in the reminder of this section.

A non-measurable set is a set which cannot be assigned a meaningful “volume”. In Zermelo-
Fraenkel set theory, the axiom of choice entails that non-measurable subsets of R exist. Classical
examples are Vitali sets, defined next.

Definition 1. A Vitali set V' is a subset of [0, 1] such that, for each real number r, there is
exactly one number v € V such that v — r is a rational number.

We now hint on how to associate a Vitali set V' with filtered-out possible outcomes of a
generative Datalog program with real addition. Each possible outcome of such a program
represents a different real number 2 in the unit interval [0, 1], together with all rational numbers

being a truncation of the binary representation of x — eg. if x = g ( ~ 0.101101y), its
truncations are 0.1, 0.1019, 0.10115, 0.1011015, and so on. Intuitively, x and its truncations
are produced by repeatedly appending to “0.” a binary digit chosen at random; digits are
appended by using real addition, and generated by a A-term selecting 0 or 27" with probability
0.5, for any integer parameter n.

It remains to filter-out possible outcomes containing members of the Vitali set V. For this
purpose, the membership relation for V' can be represented by a A-term employing a Kronecker
delta. So, we can detect if the real number x in a possible outcome belongs to V', but we should
avoid to recognize as a member of V' any of its truncations. This is achieved by taking a Vitali
set V containing the rational number 1, and therefore such that V' \ {1} is a set of irrational
numbers (by Definition 1).



Summing up, the probability measure of the filtered-out possible outcomes would be the
Lebesgue measure of the Vitali set V/, which is known to be a non-measurable set. Details on
the construction are given in the invited speech.
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