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There are several applications that fall under the broad term of supervised
learning and seek to compute a logical expression that separates positive from
negative examples given in the form of labeled data items in a knowledge base.
A prominent example is concept learning for description logics (DLs) where the
aim is to automatically construct a concept description that can then be used,
for instance, in ontology engineering [4, 21, 20, 30, 8, 9, 27]. A further example is
reverse engineering of database queries (also called query by example, QBE),
which has a long history in database research [28, 29, 32, 31, 17, 1, 6, 18, 23] and
which has also been studied in the presence of a DL ontology [12, 24]. Note
that a closed world semantics is adopted for QBE in databases while an open
world semantics is required when the data is assumed to be incomplete as in the
presence of ontologies, but also, for example, in reverse engineering of SPARQL
queries [2]. Another example is entity comparison in RDF graphs, where one
aims to find meaningful descriptions that separate one entity from another [26,
25] and a final example is generating referring expressions (GRE) where the aim
is to describe a single data item by a logical expression such as a DL concept,
separating it from all other data items. GRE has originated in linguistics [19],
but has recently received interest in DL-based ontology-mediated querying [7].

A fundamental problem common to all these applications is to decide whether
a separating expression exists at all. There are several degrees of freedom in defin-
ing this problem. One concerns the negative examples: is it enough that they
do not entail the separating formula (weak separability) or are they required
to entail its negation (strong separability)? Another one concerns the question
whether additional helper symbols are admitted in the separating formula (pro-
jective separability) or not (non-projective separability). The emerging family of
problems has recently been investigated in [10, 14], concentrating on the case
where the separating expression is a DL concept or formulated in a decidable
fragment of first-order logic (FO) such as the guarded fragment (GF) and the
guarded negation fragment (GNF). In the work reported about in this abstract
[15], we add a signature Σ that is given as an additional input and require
separating expressions to be formulated in Σ. This makes it possible to ‘direct’
separation towards expressions based on desired features and to exclude features
that are not supposed to be used for separation such as gender and skin color. In
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the projective case, helper symbols from outside Σ are also admitted, but must
be ‘fresh’ in that they cannot occur in the given knowledge base. The signa-
ture Σ brings the separation problem closer to the problem of deciding whether
an ontology is a conservative extension of another ontology [13], also a form of
separation, and to deciding the existence of uniform interpolants [22]. It turns
out, in fact, that lower bounds for these problems can often be adapted to weak
separability with signature. In constrast, for strong separability we observe a
close connection to Craig interpolation.

We consider both weak and strong separability, generally assuming that the
ontology is formulated in the same logic that is used for separation. We con-
centrate on combined complexity, that is, the input to the decision problems
consists of the knowledge base that comprises an ABox and an ontology, the
positive and negative examples in the form of lists of individuals (for DLs) or
lists of tuples of individuals (for FO fragments that support more than one free
variable), and the signature. In the following, we summarize our main results.

We start with weak projective separability in ALCI, present a characteriza-
tion in terms of Σ-homomorphisms that generalizes characterizations from [10,
14], and then give a decision procedure based on tree automata. This yields a
2ExpTime upper bound, and a matching lower bound is obtained by reduction
from conservative extensions. In contrast, weak projective (and non-projective)
separability in ALCI without a signature is only NExpTime-complete [10]. The
non-projective case with signature remains open. We then show that weak sepa-
rability is undecidable in any fragment of FO that extends GF (such as GNF) or
ALCFIO (such as the two-variable fragment of FO with counting quantifiers).
In both cases, the proof is by adaptation of undecidability proofs for conserva-
tive extensions [13, 11] and applies to both the projective and the non-projective
case. This should be contrasted with the fact that weak separability is decid-
able and 2ExpTime-complete for GF and for GNF without a signature, both
in the projective and in the non-projective case [14]. The decidability status
of (any version of) separability in ALCFIO without a signature is open. It is
known, however, that projective and non-projective weak separability without a
signature are undecidable in the two-variable fragment of FO [14].

We then turn to strong separability. Here, the projective and the non-pro-
jective case coincide and will thus not be distinguished in what follows. We
again start with ALCI for which we show 2ExpTime-completeness, and thus
the increase in complexity that results from adding a signature is even more
pronounced. In fact, strong separability without a signature is only ExpTime-
complete in ALCI [14]. The proofs are rather different from those used in the
weak case. The upper bound proof uses a characterization of non-separability in
terms of the existence of a set of types that can be realized in a model of the
ontology at elements that are all ALCI(Σ)-bisimilar. A matching lower bound
is proved by a reduction from the word problem of exponentially space bounded
ATMs. Alternatively, the 2ExpTime upper bound can be proved by a polynomial
time reduction to Craig interpolant existence in ALCIO, the extension of ALCI
with nominals. In fact, it has recently be shown that Craig interpolant existence
in ALCIO is decidable in 2ExpTime [3].



For the guarded fragments GF and GNF, we show decidability in 3ExpTime
and 2ExpTime-completeness, respectively. The upper bounds are proved by pro-
viding a polynomial time reduction to the respective Craig interpolant existence
problems. Since GNF has the Craig interpolation property (CIP) [5], interpolant
existence reduces to validity and is thus 2ExpTime-complete. GF does not en-
joy the CIP and the 3ExpTime upper bound for interpolant existence has only
been established recently [16].
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