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Abstract In this paper we consider an extension of the answer set semantics
allowing arbitrary use of strong negation. We prove that the strong negation ex-
tension of any intermediate logic provides a suitable basis for reasoning under
the answer set semantics. We propose two new notions of equivalence that are
more general than strong equivalence:substitution equivalenceandcontextual-
ized equivalence.

1 Introduction

For many years the main line of research in the area of Answer Set Programming has
seen semantics in the traditional way of logic programming: reductions on logic pro-
grams and fixed-point style definitions1. The best known example of such definitions
is theGelfond-Lifschitz reduct, the original definition of the semantics [2]. The exten-
sions to wider families of programs that followed were also defined as reductionsà la
Gelfond-Lifschitz: from the introduction of strong negation [3] to nested programs [7],
a rather wide range of such reducts has been proposed.

Alternative approaches have been considered like proof theoretic characterizations
[9] or inference in different logics [6,8]. However, in contrast to reductions, they are
often seen more as theoretical tools than as definitions of the semantics. In this paper
we consider one of these alternative approaches: logic programs can be understood as
propositional theories and their answer sets are then defined as models in a formal logic
system. In particular, we follow the line of research started by Pearce [17], who focused
on establishing links between negation in the stable model semantics and negation in
logic [16]. As Pearce points out, the standarddefault negationin stable inference can
be characterized by negation in Heyting’sintuitionistic logic. Using the logicHT (an
extension of intuitionistic logic, see Section 2.1), he definedequilibrium logic, which
became very well accepted in the context of purely logical approaches to the answer
set semantics. A similar formalism calledsafe beliefswas introduced by Osorio et al.
[13,14] establishing new results on the correspondence between answer sets and super-
intuitionistic logics. The answer set semantics of disjunctive and nested programs can
be seen as particular instances of both equilibrium models and safe beliefs. Additionally

1 The termsanswer set semanticsandstable model semanticsare considered synonyms for the
purposes of this work.
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they define an extension of answer sets for theories with even more flexible syntax, for
example for programs that contain the implication connective in the body of rules [15].

1.1 About this Work

Since it was introduced in [3], strong negation has been well accepted in the answer set
programming community2. However, this connective has not received a fair treatment.
While the answer set semantics has been extended to always more flexible classes of
logic programs where conjunctions, disjunctions and default negations are allowed to
occur unrestrictedly in any part of the formulas, strong negation has remained tied to
the atomic level. In some cases, to compute the semantics, strong negation is removed
from the program and ‘simulated’ introducing new atoms and constraints. Even the
purely logical approaches, less syntactically restricted, have often focused on programs
that do not contain strong negation [11,12]. Nevertheless, this connective is important
from the knowledge representation and application development perspective. Also from
a theoretical point of view, understanding its behaviour brings interesting insights about
constructive negation and negation in logic programming. We will study this connective
in more detail here. In particular we analyse the repercussion of its unrestricted use in
the answer set semantics.

It was also Pearce who provided core insights on the issue of strong negation. Based
on Nelson’s extension of intuitionistic logic with a new negation connective, Pearce en-
hanced equilibrium logic with the same connective. He proved that this extended logic
characterizes the answer sets semantics of programs with strong negation [16]. Despite
this correspondence, which lets the answer sets community take advantage of existing
work in Nelson’s logics, the issue had not been addressed in detail. Many questions
remained open, despite the availability of all machinery required to answer them. We
will list only a number of them:

1. What are the effects of allowing the arbitrary use of strong negation in logic pro-
grams? Are the existing results about equivalence, transformations, etc. still appli-
cable?

2. Are all Nelson extensions of intermediate logics invariant w.r.t. the answer set se-
mantics?

3. Can strong negation be effectively eliminated from any logic program or formula
in an unified way?

We will answer these questions in the current work. More specifically, we will ad-
dress 2 and 3 in Section 3. Then we will move to answering item 1, which will take
us through sections 4 and 5 where we will extend existing results in answer sets to the
case of arbitrary theories with two kinds of negation. In particular, we provide notions
of equivalence which are more general than strong equivalence. They allow us to do
program transformations that can not be properly captured by strong equivalence alone.
Some of them are also relevant in the absence of strong negation.

2 By strong negationwe meanclassical negationin [3]. See Section 2.2.
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2 Preliminaries

2.1 Intermediate Logics and Strong Negation Extensions

We will represent classical propositional logic by the symbolC and Heyting’s Intuition-
istic Logic by I. The setI := {∧,∨,→,⊥} denotes the connectives ofI. I-formulas
are the formulas built from the connectives inI in the standard way. The symbol¬ will
be calledintuitionistic negationand¬α is an abbreviation ofα → ⊥ for any formula
α. We will denote byN := I ∪ {∼} the set of connectives of Nelson’s logics, where
∼ is an unary connective calledstrong negation3. The formulas constructed using the
connectives inN are calledN-formulas.

For any formulasα, β, will use the following abbreviations:> := ⊥ → ⊥, α ↔
β := (α → β) ∧ (β → α). For a logicX and a formulaα, the expressioǹ X α
represents the standard derivability relation in logicX, i.e.α can be derived from the
axioms inX using modus ponens as the only inference rule.β `X α can be read as
`X β → α andβ a`X α is an abbreviation ofβ `X α andα `X β.

An atom is a propositional variable. A∼-literal is either an atoma or its strong
negation∼a. When we use the termliteral alone, we mean a∼-literal l or its weak
negation¬l. A theory is a set of formulas. In a slight abuse of notation, we may write
any finite theoryΓ as a formulaγ, whereγ :=

∧
ϕ∈Γ ϕ. For any formulaϕ, thesig-

nature ofϕ is the set of propositional variables that occur inϕ, as well as the strong
negation of each propositional variable, i.e. a set of∼-literals. We will represent it by
Lϕ. Sometimes, we are only interested in the (positive) atoms of a signature. In this
case, we will call itatomic signatureand denote it byL+

ϕ . For example, given the for-
mula α := a, its signature isLα = {a,∼a}, and its atomic signatureL+

α = {a}.
Given a set of literalsA, we use the notation¬A := {¬a | a ∈ A}; A∧ :=

∧
a∈A a,

Ãϕ := {a | a ∈ Lϕ \A} andAϕ := A ∪ ¬Ãϕ. We will just use the terms̃A andA
when the formulaϕ is clear by context.

An axiomatic formalization ofI is given in [10]. By adding additional axioms to
intuitionistic logic, we obtain the logics that are usually known asintermediateor super
intuitionistic logics. Here we will use the termI-logic to refer to any axiomatic exten-
sion ofI, that is strictly weaker thanC 4. I-logics form a lattice in which the supreme is
the unique lower cover ofC. Many names for this logic can be found in the literature,
like Smetanich logic, the logic ofHere and There(HT)5, etc. We will refer to it asG3,
since it is also the three valued logic used by Gödel. It can be obtained by adding toI
the axiom schema(¬q → p)→ (((p→ q)→ p)→ p).

3 Unfortunately, there is a mismatch between the traditional notation in intermediate logics and
the one used by the answer set community, where¬ often denotes strong negation. We will
adhere to the intermediate logics standard, since we want to emphasize that negation in these
logics properly captures negation in answer sets.

4 In a slight abuse of notation we will use the same symbol to refer to a formal logic system as
well as to its theorems. We say thatX is strictly weaker thanY iff X ( Y.

5 This is the name usually found in he works of Pearce. The name is due to the fact of it being
characterized by the Kripke frames containing exactly two worlds: thehereworld and thethere
world.
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For anyI-logic X, we can add the following axiom schemata to the axiomatization
of X to obtainN(X), theleast strong negation extensionof X:

N1. ∼(α→ β)↔ α ∧ ∼β
N2. ∼(α ∧ β)↔ ∼α ∨ ∼β
N3. ∼(α ∨ β)↔ ∼α ∧ ∼β
N4. α↔ ∼∼α
N5. ∼¬α↔ α
N6. ∼α→ ¬α for atomicα

These axioms are introduced in [20,21], where they were added toI. Since∼α →
¬α is a theorem for anyα (not only atoms), the∼ connective is called strong negation.
It was introduced by Nelson in [1] and intuitively it means that something is known to
be false, not only assumed false due to the absence of a proof. We will use the term
N-logics to refer to the least strong negation extensions ofI-logics. In particular, we
will denoteN(I) byN andN(G3) byN5

6. N-logics form a lattice that was studied in
detail by Kracht [4]. We will denote asI(Y) the set ofI-formulas that are theorems of
anN-logic Y and call it theI-fragmentof Y. Since the axiom schemataN1. to N6. do
not add any theorems in the basic language of anI-logic, I(N(X)) = X is anI-logic.

We will recall some of the results from [4] that we will use in the following sections.

Definition 1 (Standard Form). AnN-formula is said to be instandard formif its built
from∼-literals using only intuitionistic connectives.

A formula in standard form has all occurrences of the∼ connective just in front
of an atom. It is easy to see that for any given formula, due to axiomsN1 to N6, the
∼ connective can be pushed in until the formula is in standard form. We will denote
by s(ϕ) the standard form of anN-formulaϕ. In the following definition we present a
transformation ofN-formulas intoI-formulas.

Definition 2. Letϕ be anyN-formula in standard form and letL′ be a signature of the
same cardinality asL+

ϕ such thatL′ ∩ L+
ϕ = ∅. We define avariable twisting function

as a bijective functiont : L+
ϕ −→ L′. For anyp ∈ Lϕ+ the atomt(p) will be called the

twistor ofp and denoted byp′. The mapping ofϕ to theI-formulaϕ◦ over the signature
L+

ϕ ∪ L′ is defined recursively as follows:

1. If ϕ = ⊥, thenϕ◦ := ⊥
2. If ϕ = a, wherea is any atom, thenϕ◦ := a
3. If ϕ = ∼a, wherea is any atom, thenϕ◦ := t(a) = a′

4. If ϕ = α#β, whereα andβ are any pair of formulas and# ∈ {∧,∨,→}, then
ϕ◦ := α◦#β◦

Theconstraint setofϕ, written asΨϕ is defined as follows:Ψϕ :=
∧

p∈L+
ϕ
p′ → ¬p. ΨΓ

is just an abbreviation of
∧

γ∈Γ Ψγ .
Finally, defineϕ⊕ := Ψϕ ∧ ϕ◦ andϕ./ := Ψϕ → ϕ◦. The formulaϕ./ will be called
twist ofϕ.
For any N-formulaψ that is not in standard form, takeψ./ := s(ψ)./ andψ⊕ :=
s(ψ)⊕.

6 The name is due to its semantic characterization in terms of 5-valued truth tables. See [18].
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The following propositions show the relevance of the twist of a formula7:

Proposition 1 (Theorem 8 in [4]).For anyI-logic X andN-formulaϕ, `N(X) ϕ iff
`X ϕ./.

Proposition 2 (Theorem 9 in [4]). For any N-logic X and I-formula ϕ, `X ϕ iff
`I(X) ϕ.

As for the second rewriting given in the previous definition,ϕ⊕, its importance will
be made clear when we state Theorem 1 in Section 3.

2.2 General Notation

A formulaα is defined to be∼-inconsistent in logicX if both α `X β andα `X ∼β
hold for someβ. A formulaα is defined to be¬-inconsistent in logicX if bothα `X β
andα `X ¬β hold for someβ. Since it is easy to see that∼-inconsistency and¬-
inconsistency imply each other, we will just refer to formulas that are inconsistent in
logic X. For anyI-logics (N-logics)X andY, if a formulaα is inconsistent inX then
α is inconsistent inY, hence we may omit the logic and say thatα is inconsistent. A
formulaα is defined to becomplete in logicX w.r.t. a signatureL if for any formulaβ
such thatLβ ⊆ L, eitherα `X β or α `X ¬β.

Logic programs as propositional formulas. A logic program is usually defined as
a set of rules. In our approach, logic programs are simply particular cases of proposi-
tional theories with a restricted syntax. For the purpose of this work the terms formula,
program and theory might be considered equivalent. We will use the standard logic no-
tation to refer to logic programs. A rule that would be written asH ← B orH :− B in
logic programming is represented by the formulaB → H. Conjunctions and disjunc-
tions are denoted by the∧ and∨ connectives. In order to be consistent with the notation
used forN-logics, thenegation as failureconnective denotednot in logic programs is
here represented by the symbol¬, andstrong negationis denoted with the symbol∼.
We will use the nameN-nested formula for formulas of the formα→ β where bothα
andβ areN-formulas in standard form with no occurrences of the→ connective. An
I-nested formula is anN-nested formula with no occurrences of∼.

2.3 I-Safe Beliefs, Equilibrium Models and Answer Sets

I-Safe Beliefs.We will briefly recallsafe beliefs, the work of Osorio et.al. [13,14], in
order to extend their results to propositional theories with strong negation.

Definition 3 (X-Safe Beliefs).LetX be anyI-logic and letϕ be anyI-formula. A set
M of atoms such thatϕ ∧ (¬¬M)∧ a`X M

∧
is called aX-safe belief ofϕ.

7 Since in [4]N-logics are given an algebraic treatment, both theorems are stated for varieties
of algebras. Here we present them in terms of theoremhood.
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Note that we simply writeϕ ∧ (¬¬M)∧ a`X M
∧

instead ofϕ ∧ (¬¬Mϕ)∧ a`X
M

∧
ϕ. When we talk about safe beliefs, we will usually do this simplification on the

notation8.

Intuitively, we can explain safe beliefs as follows: Our formula or program repre-
sents our knowledge. We want its semantics to be a complete theory. For some atoms
a in the language, eithera or ¬a can be infered directly from the information in the
program. If this is not the case, we will have to complete our theory by making some
additional assumptions. However, we want to be cautious and assume as little infor-
mation as possible. Hence we only assume a set of weakly negated literals. From an
intuitionistic perspective, this can be read as assuming that we have no proof of the
truth or falsity of the assumed literals, which seems cautious enough. If this weak as-
sumptions are enough to complete our theory without falling into inconsistency, then
we have a safe belief.

In Theorem 4.1 in [14] the authors prove thatX-safe beliefs are equivalent for any
I-logic X. Hence we may refer to safe beliefs without mentioning a particularI-logic.
We will call I-safe belief ofϕ a set of atomsM such thatM is aX-safe belief ofϕ for
anyI-logic X.

Equilibrium Models. The original definition of an equilibrium model of anI-formula
can be found in [17], where they are defined asG3 models satisfying some particular
conditions. Since the equivalence ofI-safe beliefs and equilibrium models has been
proved (see Proposition 3.1 in [14] and Proposition 2.4 in [17]), we might consider
equilibrium models andI-safe beliefs as synonyms. For the case ofN-formulas, Pearce
extended his characterization of equilibrium models usingN5 models [16]. The safe
beliefs counterpart of this extension will be given in Section 3.

Answer Sets.We will not present the traditional definition of the answer set seman-
tics. As we have mentioned, it is defined through the Gelfond-Lifschitz reduct [2]. This
reduction has been extended to families of programs with less restricted syntax. The
most general reduct proposed until now that is relevant for the current work is the one
for N-nested formulas given in [7]. However, for other classes of formulas (for exam-
ple, formulas containing embedded implications) there is no obvious way to extend the
reduction.

Both equilibrium inference andI-safe beliefs were proposed as characterizations
of the answer set semantics. The equivalence of both formalisms and answer sets for
I-nested formulas was proved independently. Lemma 3 in [5] states that a set of atoms
is an equilibrium model of anI-nested formula iff it is an answer set of it. Equiva-
lently, Corollary 4.1 in [14] stablishes the same result for safe beliefs. Additionally,
these formalisms give a semantics to allI-formulas and are a natural generalization of
answer sets for the cases where extended reducts are not available. In this work, we will
consider them as the definition of the answer sets semantics for arbitraryI-formulas.

8 We are using thea` symbol, instead of
 used in [13]. The equivalence of both notations in
the context of this definition follows from completeness ofM

∧
.
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3 N-Safe Beliefs

Now that we have introduced the necessary preliminaries, we will provide an equivalent
of I-safe beliefs forN-formulas. We do it in the natural way:

Definition 4 (X-Safe Beliefs).LetX be anyN-logic. Letϕ be an N-formula andM a
set of∼-literals.M is called aX-safe belief ofϕ if ϕ ∧ (¬¬M)∧ a`X M

∧
holds.

Note that as we used sets of atoms when talking aboutI-Safe Beliefs, now we
will refer to sets of∼-literals. The reader should keep in mind that we do not exclude
inconsistent sets of∼-literals (i.e. sets that contain botha and∼a for some atoma).
Due to this assumption, an inconsistent formula does not have any safe beliefs. It is a
common practice in the answer sets community to consider only consistent sets of∼-
literals as potential answer sets. In the case of inconsistent formulas, the entire signature
is by definition the only answer set.X-safe beliefs generalize answer sets modulo this
consideration. The definition ofX-safe beliefs can be restricted to consistent sets of
∼-literals in the natural way.

To be able to relate safe beliefs of anN-formulaϕ with I-safe beliefs and answer
sets, we will use the⊕ function in Definition 2. In the context of the answer set seman-
tics, strong negation is usually eliminated from logic programs by a simple transfor-
mation, initially proposed by Gelfond and Lifschitz [3]. This transformation coincides
with ϕ⊕ for the restricted case whereϕ is a disjunctive formula. The authors proved
that a consistent set of∼-literalsM is an answer set ofϕ iff M◦ is an answer set ofϕ⊕.
The⊕ transformation became the standard way to approach logic programs with strong
negation. In [5] it was extended to nested logic programs. The definition ofϕ⊕ for an
arbitraryN-formulaϕ provides a natural generalization of this result. Now we prove
that under this transformation,X-safe beliefs for anyN-logic X coincide withI-safe
beliefs. This is the first of our key results, since it provides a uniform way to eliminate
strong negation from arbitraryN-formulas under the safe beliefs semantics.

Theorem 1. LetX be anyI-logic,M a set of∼-literals andϕ anN-formula.M is an
N(X)-Safe belief ofϕ iff M◦ is a I-Safe belief ofϕ⊕.

Proof (Sketch).With Definition 2 as well as Propositions 1 and 2, the reader can easily
verify thatϕ∧ (¬¬M)∧ `N(X) M

∧
iff ϕ⊕ ∧ ((¬¬M)∧)◦ `X M◦∧. ThatM

∧ `N(X)

ϕ∧ (¬¬M)∧ iff M◦∧ `X ϕ⊕ ∧ ((¬¬M)∧)◦ follows from completeness ofM
∧

(resp.
M◦∧) w.r.t.Lϕ (resp.Lϕ⊕ ).

Our second important result is to answer a question that remained open until now.
A N-formula has exactly the sameX-safe beliefs in everyN-logic X.

Theorem 2. Letϕ be anN-formula and letX, Y be any twoN-logics. A set of literals
M is aX-Safe Belief ofϕ iff M is aY-safe belief ofϕ.

Proof (Sketch).Theorem 4.1 in [14] proves thatI-safe beliefs are invariant w.r.t. theI-
safe beliefs semantics. From this result and Theorem 1, it follows that a set of∼-literals
M is aN5-safe belief of anN-formulaϕ iff M is aN- safe belief ofϕ, hence the result
also holds for anyN-logic stronger thanN and weaker thanN5.
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We have proved thatN-logics are invariant w.r.t. the safe beliefs semantics, hence
we may omit particular logics when refering toN-safe beliefs. A setM of ∼-literals
such thatM is aX-safe belief ofγ for everyN-logicX will be called aN-safe belief of
γ. Now we can useN-safe beliefs to correctly characterize the answer set semantics of
arbitraryN-formulas. It is worth pointing out that these results are not really surprising.
The relation between Pearce’s equilibrium models andN-safe beliefs is clear. In partic-
ular,N5-safe beliefs are just a notational variation of equilibrium models (with strong
negation). Already in [17] Pearce had proved that equilibrium models are a generaliza-
tion of the answer set semantics of nested programs. In the rest of this work, answer
sets of an arbitraryN-formulaϕ will be, by definition, theN-safe beliefs ofϕ.

4 Substitution in N-logics

One peculiar feature ofN-logics is that the standard substitution theorem does not hold
in general and some restricted versions of it have to be used instead. We devote this
section to substitution, since it will play a key role in the rest of our work.

First, we will considerstandardsubstitution, here represented with the usual nota-
tion:α[β/p] will denote the formula that results from substituting the formulaβ for the
atomp, wherever the atom occurs in the formula.

Intuitively, in a N-formula in standard form, each∼-literal represents a different
atom. Hence, sometimes we would like to apply a substitution replacing either all posi-
tive occurrences of a particular atom, or all its negative instances. For practical purposes,
we will introduce a special notation for his kind of substitution. Given a formulaϕ in
standard form, and an∼-literal l, ϕ[α ‖ l] will denote the formula that results from
substituting the occurrences of the∼-literal l by the formulaα, but leaving all occur-
rences of the complementary literal unchanged. Ifl is of the forma for some atomica,
the occurrences of∼a remained untouched. Analogously, ifl is ∼a, strongly negated
occurrences ofa are substituted.

4.1 Cautious Substitution

Additionally, we will introduce another type of substitution, which will be calledcau-
tious substitutionand denoted asα{β/p} for formulasα, β and an atomp. It can also
be denotedα{0β/p} and its recursive definition is as follows:

α{0β/p} :=



β if α is the atomp
α if α is⊥ or an atom different fromp
α1{0β/p}#α2{0β/p} if α is a formula of the formα1#α2

where# is either∧ or∨
α1{0β/p} → α2{0β/p} if α is a formula of the formα1 → α2

∼α1{1β/p} if α is a formula of the form∼α1
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α{1β/p} :=


α if α is⊥ or an atom
α1{1β/p}#α2{1β/p} if α is a formula of the formα1#α2

where# is either∧ or∨
α1{0β/p} → α2{1β/p} if α is a formula of the formα1 → α2

∼α1{0β/p} if α is a formula of the form∼α1

Intuitively, the key issue of ourcautious substitutionis that it takes into account the
scope of strong negation. If we apply it to a formula in standard form, it coincides with
standard substitution (considering each∼-literal as a different atom). For formulas that
are not in standard form, the following property assures a desirable behavior of cautious
substitution:

Proposition 3. Letψ,α be anyN-formulas andp an atom. Thens(ψ{α/p}) = s(s(ψ)[α ‖
p]).

Proof (Sketch).By straightforward induction on the formula prove thats(ψ{0α/p}) =
s(s(ψ)[α ‖ p]) ands(∼(ψ{1α/p})) = s(s(∼ψ)[α ‖ p]).

4.2 Substitution theorems forN-logics

A particular feature ofN-logics is that the symbol↔ does not define a congruential
relation on formulas: it can be the case that`X α ↔ β holds, but`X ∼α ↔ ∼β
doesn’t. Thus, when we refer toequivalenceof formulas, we will have to be more
precise and make some particular considerations. The termweak equivalencewill mean
`X α ↔ β. We will use the abbreviatioǹX α ⇔ β when both`X α ↔ β and
`X ∼α ↔ ∼β hold. This stronger condition will be calledN-equivalenceand in
contrast to weak equivalence, defines a congruential relation onN-formulas.

After these remarks we can present the substitution theorem forN-logics. The proof
of it is available in [19].

Theorem 3 (Substitution theorem forN-logics).Letα, β andψ beN-formulas and
let p be an atom. LetX be anyN-logic. If `X α⇔ β then`X ψ[α/p]↔ ψ[β/p].

As we can see, to be able to substitute we usually requireN-equivalence of formulas
to hold. However, in certain cases this condition may be too strong. We will see two
particular cases where weak equivalence suffices. The first is when substitution is not
done inside the scope of a∼ symbol. The second is when we use cautious substitution.

Theorem 4. Letα, β andψ beN-formulas and letp be an atom such thatp does not
occur inψ within the scope of a∼ symbol. LetX be anyN-logic. If `X α ↔ β then
`X ψ[α/p]↔ ψ[β/p].

Proof (Sketch).The proof can be done by a straight forward induction on the construc-
tion of ψ. The key point is to observe that whenψ is of the form∼ψ′ thenp does not
occur inψ′ and henceψ[α/p] = ψ[β/p] = ψ.
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The following corollary is useful since it states that when formulas are written in
standard form, weak equivalence is a sufficient condition to apply substitution. Recall
that when we are dealing withN-formulas in standard form, each∼-literal is considered
a different atom.

Corollary 1. Letα, β andψ beN-formulas such thatψ is in standard form and letl
be a∼-literal. LetX be anyN-logic. If `X α↔ β then`X ψ[α ‖ l]↔ ψ[β ‖ l].

Proof. Take the formulaψ in Theorem 4 to beψ◦. Takep asa if l is an atoma, and
p asa′ if l is the strong negation of an atom of the form∼a. Then we have that̀X
ψ◦[α/p] ↔ ψ◦[β/p]. The reader can easily verify that sinceψ is in standard form,
`X ψ◦[γ/p] ↔ (ψ[γ ‖ l])◦ for any formulaγ. Since`X (ψ[α ‖ l])◦ ↔ (ψ[β ‖ l])◦
implies`X ψ[α ‖ l]↔ ψ[β ‖ l] the corollary holds.

Cautious substitution allows us to establish another form of the substitution theo-
rem for N-logics. This substitution can be safely applied when weak equivalence of
formulas holds.

Theorem 5 (Cautious Substitution theorem forN-logics). Let α, β and ψ be N-
formulas and letp be an atom. LetX be anyN-logic. If`X α↔ β then`X ψ{α/p} ↔
ψ{β/p}.

Proof. Since`X α↔ β, then by Corollary 1̀ X s(ψ)[α ‖ p]↔ s(ψ)[β ‖ p]. Thus`X
s(s(ψ)[α ‖ p]) ↔ s(s(ψ)[β ‖ p]). By Proposition 3,̀ X s(ψ{α/p}) ↔ s(ψ{β/p})
and it follows that̀ X ψ{α/p} ↔ ψ{β/p}.

5 Equivalence

In logic programming, equivalence is a crucial issue since it allows to replace parts of
programs and do transformations on them. Under the answer set semantics two pro-
gramsΠ1 andΠ2 are said to beequivalentwhenΠ1 has the same answer sets asΠ2.
In [5] the authors proposestrong equivalence, a condition that ensures that equivalence
is preserved under extensions of programs. Another very important contribution of [5]
is to establish a relationship between equivalence of logic programs and equivalence
in logic when logic programs are understood as propositional theories. Following this
approach we will propose some new notions of equivalence. As the reader will see, they
are natural generalizations of strong equivalence. In this section we will useSB(ϕ) to
denote the set of all sets of∼-literals that areN-safe beliefs of a formulaϕ.

5.1 Strong, Substitution and Contextualized Equivalence

We will first recall the definition of strong equivalence from [5], rewritten according to
our notation. Originally the definition was only stated for the case whereα, β andψ
are nested programs, but the authors point out that it can also be read in the context of
arbitrary theories as we do here.

Definition 5 (Strong Equivalence).Let α and β be twoN-formulas.α is strongly
equivalentto β if for any formulaψ, SB(ψ ∧ α) = SB(ψ ∧ β).
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This is considered the most useful notion or equivalence since given a programP ,
we may safely replace a set of rulesR that are part ofP by a new set of rulesS as long
asR andS are strongly equivalent. However, strong equivalence has a restriction: we
can only replace entire rules in a program and not parts of them, i.e. only conjuncts in a
formula. Here we face this syntactical restriction and define a new type of equivalence.
It generalizes strong equivalence in the following sense: suppose that given a program
Π, we are interested in replacing not a set of rules inΠ, but just parts of some rules.
This can be useful for some program transformations. The equivalence we introduce
for this purpose will be calledsubstitution equivalence. It is more general than strong
equivalence, since formulas that are substitution equivalent are also strongly equivalent,
but the converse is not always true.

Definition 6 (Substitution Equivalence).Letα andβ be twoN-formulas.α is substi-
tution equivalenttoβ if for any formulaψ,SB(ψ[α/p]) = SB(ψ[β/p]) andSB(ψ[∼α/p]) =
SB(ψ[∼β/p]).

We are also interested in another kind of equivalence, since in many cases, both
strong and substitution equivalence are too strong. Two programs might not be equiva-
lent if we see them independently, but if some particular conditions hold in them, then
transformations might be safely applied.

Definition 7 (Contextualized Strong Equivalence).Letα, β, θ beN-formulas. Then
α andβ arestrongly equivalent in the context ofθ iff for everyN-formulaψ,SB(θ ∧ ψ ∧ α) =
SB(θ ∧ ψ ∧ β).

Definition 8 (Contextualized Substitution Equivalence).Letα, β, θ beN-formulas.
Thenα andβ are substitution equivalent in the context ofθ iff for everyN-formulaψ,
SB(θ ∧ ψ[α/p]) = SB(θ ∧ ψ[β/p]) andSB(θ ∧ ψ[∼α/p]) = SB(θ ∧ ψ[∼β/p]).

As we can see, strong equivalence and substitution equivalence are only special
cases of equivalence in the context of>.

5.2 Characterizing Equivalence

Since [5] it has been recognised that using the traditional notions of equivalence in logic
to study equivalence of logic programs has remarkable advantages. For formulas that do
not contain strong negation, equivalence in logicG3 characterizes strong equivalence.

Theorem 6 ([5]).Letα, β be two arbitraryI-formulas.α andβ are strongly equivalent
iff `G3 α↔ β.

This result has also been generalized to the case ofN-formulas. In [5], the authors
state that strong equivalence ofN-nested formulas corresponds to equivalence inN5

9.
Here we present the same result in a slightly more general setting, contextualized strong
equivalence of arbitraryN-formulas. However, the generalization is trivial and the re-
sults follow straightforwardly from the ones in [5].

9 In [5] the authors only refer to equivalence inN5, but they do not say whether they mean
`N5 α ↔ β or `N5 α ⇔ β. By Theorem 4, it is clear that weak equivalence suffices.
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Proposition 4. Letα, β andθ be anyN-formulas. Thenα is strongly equivalent toβ
in the context ofθ iff θ `N5 α↔ β.

Proof (Sketch).(⇐) Sinceθ `N5 α ↔ β implies`N5 (θ ∧ α) ↔ (θ ∧ β), we know
thatθ ∧ α is strongly equivalent toθ ∧ β, henceSB(θ ∧ α ∧ ψ) = SB(θ ∧ β ∧ ψ) for
anyψ. (⇒) SB(θ ∧ α ∧ ψ) = SB(θ ∧ β ∧ ψ) for anyψ implies that(θ∧α) is strongly
equivalent to(θ∧β). From the results in [5], we obtain that that`N5 (θ∧α)↔ (θ∧β),
and thusθ `N5 α↔ β.

A further generalization can be done in order to prove that substitution equivalence
is characterized byN-equivalence.

Proposition 5. Letα, β andθ be anyN-formulas. Thenα is substitution equivalent to
β in the context ofθ iff θ `N5 α⇔ β.

Proof. The (⇐) direction follows trivially from the the substitution theorem (Theo. 3).
By θ `N5 α ⇔ β both`N5 ψ[α/p] ∧ θ ↔ ψ[β/p] ∧ θ and`N5 ψ[∼α/p] ∧ θ ↔
ψ[∼β/p] ∧ θ hold for any ψ, and thusSB(ψ[α/p] ∧ θ) = SB(ψ[β/p] ∧ θ) and
SB(ψ[∼α/p] ∧ θ) = SB(ψ[∼β/p] ∧ θ) soα is substitution equivalent toβ in the con-
text ofθ.
The (⇒) direction can be proved by contraposition. Ifθ 6`N5 α ⇔ β, then it must
be the case that either6`N5 α ∧ θ ↔ β ∧ θ or 6`N5 ∼α ∧ θ ↔ ∼β ∧ θ. Hence
eitherα ∧ θ is not strongly equivalent toβ ∧ θ, or ∼α ∧ θ is not strongly equiva-
lent to∼β ∧ θ. Thus there is someϕ s.t. eitherSB(α ∧ θ ∧ ϕ) 6= SB(β ∧ θ ∧ ϕ) or
SB(∼α ∧ θ ∧ ϕ) 6= SB(∼β ∧ θ ∧ ϕ). Suppose thatα is substitution equivalent toβ in
the context ofθ. ThenSB(θ ∧ ψ[α/p]) = SB(θ ∧ ψ[β/p]) andSB(θ ∧ ψ[∼α/p]) =
SB(θ ∧ ψ[∼β/p]) holds for anyψ. In particular, takeψ to beϕ ∧ p. Then we get that
bothSB(θ ∧ ϕ ∧ α) = SB(θ ∧ ϕ ∧ β) andSB(θ ∧ ϕ ∧ ∼α) = SB(θ ∧ ϕ ∧ ∼β) hold
and we have a contradiction.

SinceN-equivalence implies weak equivalence of formulas, from Propositions 4
and 5 we get the following corollaries. They state that substitution equivalence ensures
strong equivalence.

Corollary 2. Letα, β andθ be arbitraryN-formulas. Ifα andβ are substitution equiv-
alent in the context ofθ, thenα andβ are strongly equivalent in the context ofθ.

Corollary 3. Letα, β andθ be arbitraryN-formulas. Ifα andβ are substitution equiv-
alent in the context ofθ, then∼α and∼β are strongly equivalent in the context ofθ.

The converse, however, is not always true. To show that in the general case strong
equivalence does not imply substitution equivalence, we provide a counterexample.

Example 1.Let α := ∼¬a andβ := a. It is easy to verify that̀ N5 α ↔ β, so we
know thatα is strongly equivalent toβ. Now take the formulaθ := ∼p → b. We see
that{a} ∈ SB(θ[α/p]), while SB(θ[β/p]) = ∅. This proves thatα is not substitution
equivalent toβ. Note that6`N5 ∼α↔ ∼β.
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However, in many cases strong equivalence does imply substitution equivalence,
and hence weak equivalence of formulas suffices to arbitrarily replace any part of a
formula by another. This is of course the case ofI-formulas, since weak equivalence
collapses withN-equivalence.

Corollary 4. Letα, β andθ beI-formulas. It holds thatα andβ are substitution equiv-
alent in the context ofθ iff α andβ are strongly equivalent in the context ofθ.

In general, forN-formulas, strong equivalence will suffice to ensure substitution
equivalence as long as the proper type of substitution is used. For example, if we con-
siderN-formulas in standard form, substitution must be done considering each∼-literal
as a different atom. The following corollary is a straightforward consequence of Propo-
sition 4 and Corollary 1.

Corollary 5. Letα andβ beN-formulas. Ifα andβ are strongly equivalent then for
anyN-formulaψ in standard form,SB(ψ[α ‖ l]) = SB(ψ[β ‖ l]).

When we consider arbitraryN-formulas, strong equivalence implies cautions sub-
stitution equivalence. From Proposition 4 and Theorem 5, we get the following corol-
lary.

Corollary 6. Letα andβ beN-formulas. Ifα andβ are strongly equivalent then for
anyN-formulaψ, SB(ψ{α/p}) = SB(ψ{β/p}).

The notions of equivalence we have introduced give us more flexibility than tradi-
tional strong equivalence in two senses: first we might do partial transformations on
rules, and second we can safely transform logic programs when a certain context makes
them equivalent, without requiring equivalence to hold as a stand alone condition. De-
spite the theoretical nature of the results given in this section, these generalized notions
of equivalence have proved to be very useful when providing new results and extending
existing ones in the context of answer sets. Some previous proofs have been rewritten in
a more compact and general way, and some interesting new results have been achieved.
Unfortunately, due to space limitations, they can not be included in the current work.

6 Conclusions

In this paper, we have proposedN-safe beliefs and analyzed the answer set semantics
of theories where two types of negation are arbitrarily used. The results concerning
elimination of strong negation show thatN-safe beliefs are no more expressive than
I-safe beliefs. However, we believe that the extension of the answer set semantics to ar-
bitrary propositional formulas with two different negation connectives can be valuable
for problem solving and more natural knowledge representation, as well as for technical
purposes like program transformations. We claim that when the semantics is bound to
a less restricted syntax, writing formal statements is more intuitive and accurate. Most
of the results in this work were obtained through the use of strong negation extensions
of intermediate logics. Our main goal in this sense is to help providing a clearer under-
standing of the advantage of logic-based approaches to the answer set semantics. They
are not harder to understand than other approaches. Additionally, they allow suitable
extensions and provide good intuitions about the semantics in general.
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