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Abstract. Recently, there has been a strong interest in the application of
innovative process mining techniques to promote evidence-based understanding
and analysis of organizations’ business processes. Following the trend, we
analyze real life event logs of incident and problem management processes
supported by Volvo IT’s VINST system by using process mining and other
analytical techniques. The incident and problem management logs contain
7554/2306 cases and 65533/9011 events respectively. To create relevant
datasets for answering the given questions, we preprocess the logs with the help
of PL-SQL and Java. The datasets are analyzed using ProM and Disco’s state-
of-the-art process mining capabilities, SQL, and traditional spreadsheet-based
techniques. We provide evidence-based answers to the questions and
demonstrate the potential benefits of process mining-based understanding and
analysis of business processes. Finally, concluding remarks and limitations are
discussed.
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1. Introduction

Our digital universe is rapidly growing. Because of the increasing automation of and
IT support for business processes, IT systems are playing a key role in this rapid
growth [2]. They are accumulating invaluable (big) data, which often records in detail
which activities were executed when and by whom [9,11]. If managers extract
process knowledge from the data, they can directly translate that knowledge into
better process performance and decision making for process improvement initiatives
[4,5,7,8].

How can we put the invaluable data to good use? Process mining provides an
evidence-based approach to extract valuable insights from an organization’s
processes by depending on the data [8]. Through process mining, we can discover the
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actual ‘as-is’ process models depicting the way activities were performed. Process
mining can verify the conformance of processes against some ‘ideal’ behaviours (e.g.
as documented in standards, guidelines, and business policies) [6]. Moreover, it can
also find performance issues in processes (such as bottleneck) and analyze the
interaction between resources performing activities [10]. Process insights gained from
using process mining and other analytical techniques can then help us precisely find
process improvement opportunities [8].

The situation depicted in the BPI Challenge 2013 focuses on the incident and problem
management processes supported by Volvo IT’s VINST system. The incident and
problem management logs include 7554/2306 cases and 65533/9011 events
respectively. We attempted to address the given questions drawn from four major
issues by using process mining and other analytical techniques. To achieve this goal,
we sought to understand the data and create relevant datasets for the questions.
Furthermore, we tried to clarify the issues at the log data level. Specifically, to
provide evidence-based answers for the questions, we aimed to address the following
issues in detail:

1. Push to front mechanism
*  Defining push to front mechanism at the log data level
*  Addressing the three questions
2. Ping pong behaviour
*  Defining ping pong behaviour at the log data level
e Addressing the two questions
3. Wait user
*  Understanding the given three questions
*  Addressing the three questions
4. Process conformity per organization
*  Defining the range of comparison in conformity
*  Addressing the given question

As noted by [1], process mining projects are typically iterative; after stakeholders
provide feedback on findings, a new round of analysis is triggered. However, since
we were not in contact with the stakeholders of Volvo IT, we are not able to receive
any feedback on our analysis results and thus start a new round of analysis. In spite of
this limitation, we believe that our answers and analysis results are plausible and thus
validate the potential benefits of process mining-based analysis. We hope that our
analysis results encourage an increasing number of managers to pay attention to
process mining-based understanding and analysis of business processes in a big data
world.

The rest of the paper is structured as follows. The next section shows which tools we
used and our understanding of the data. We also explain how the two event logs were
filtered and split into relevant datasets for answering the given questions. In section 3,
we explain our analysis approaches and give evidence-based answers for the given
questions. The final section provides the concluding remarks and the limitation of our
analyses.



2.  Materials and Methods

2.1 Used Tools

There are several tools used in this analysis: process mining tools (ProM and Disco), a
database management system, and a spreadsheet application.

2.1.1 ProM and Disco

We chose ProM and an evaluation version of Disco (Version 1.3.6; Fluxicon) as
process mining tools. We got a lot of help from Disco’s capabilities like statistics,
filtering function, and process map generator, which is shown in <Fig. 1>, to make a
conclusion in many parts of the analysis with little effort. We also used ProM’s
innovative process mining techniques.
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Fig. 1. Disco’s process map generating function

2.1.2  Eclipse SDK and Oracle Database System

Although in general it could be said that Disco has excellent filtering functions, we
sometimes needed more complicated and sophisticated preprocessing and data
conversion features. That is the reason way we used Eclipse SDK(Version 4.2.2;
Eclipse Foundation), the programming framework, and Oracle Database Express
Edition (Version 11.2.0.1.0; Oracle).

2.1.3 Microsoft Excel

Microsoft Excel, which is well known spreadsheet application, is very useful to draw
charts or graph of data. We, therefore, used Microsoft Excel(Microsoft Office 2010;
Microsoft Corporation) to convey conclusion effectively.



2.2 Understanding of the Data

We received three datasets which consists of 16 attributes respectively. Some rough

information of each dataset is displayed in <Fig. 2>.

Incident Management

Problem Management(Closed)

Problems Management(Open)

Event 65,533 Events 6,660 Events 2,351
Start Date 31.03.2010 Start Date 11.01.2006 Start Date 07.11.2006
End Date 33052012 End Date 01.06.2012 End Date 15.06.2012
SR Number 7,554 m’ﬁfg 1,487 mﬂg; 819
Status 4 Status 4 Status 3
Sub Status 13 Sub Status 7 Sub Status 5
Action Owner 1440 Action Qwner 585 Action Owner 240
Product 704 Product 337 Product 139
Funcion DI 24 Fanction bi 2 Function D 26
Org::il;"::iion 25 Or?a\’r?i‘:;gon 15 Orge\lj:ilzv.:;ion 1
Involved ST 649 Involved ST 324 Involved ST 187
Problem Problem
SR Latest Impact 4 Latest Impact 4 Latest Impact 4
Country 23 Country 17 Country 14
Owner Country 32 Owner Country 21 Owner Country 14

Fig. 2. Rough information of the given dataset

Moreover, sub statuses are involved in one particular status and <Fig. 3> shows their
correlations.

Status

Sub Status ‘
‘ Accepted ‘ ‘ In Progress H Assigned |
‘ Wait H Wait-User | Wiait-Implementation Wait-Vendor ‘
‘ Completed ‘ ‘ Closed ‘ | In Call | ‘ Resolved ‘ ‘ Cancelled ‘
‘ Queued ‘ ‘Awaiting Assignment
‘ Unmatched ‘ ‘ Unmatched ‘

Fig. 3. Correlations between Statuses and sub statuses



There are two problem management datasets (i.e., open and closed datasets) and this
means that problem management datasets are divided into two datasets. However, the
incident management dataset exists as only one which includes those two concepts
(open and closed). Among 7,554 incidents, 1,980 ones still remain uncompleted.

3. Analysis from the Given Questions

It is possible to draw various conclusions from one analysis using different process
mining techniques. For example, it could be interesting topics to analyze social
networks between action owners or to figure out every pattern of incident
management process. In this analysis, however, we sought to focus on the given
questions with data.

3.1 The Outline of Analysis

Through this analysis, ‘SR_Number’ attribute of the given data is used for case id and
‘Change Date+Time’ attribute is used for time. ‘Activity’ could be changed flexibly
in dealing with every given question and also be combined with more than two
attributes. In this case, we decided to use plus sign (‘+’) to distinguish each attribute
value. <Fig. 4>, for instance, shows the log data of an activity which consists of status
and sub status combined together.

SR_MUMBER Involved ST Organization Status+Sub Status Change_Date+Time
1-739302563 D2 QOrg line C Accepted+In Progress 2012-05-03 10:46
1-739302563 D2 Org line C Accepted+In Progress 2012-05-03 10:46
1-739302563 D2 Org line C Accepted+Wait - User 2012-05-03 11.03
1-739302563 D4 Org line A2 Queued+Awaiting Assignment 2012-05-03 11.32
1-739302563 D4 Org line A2 Accepted+In Progress 2012-05-03 11:40
1-739302563 D2 Org line C Queued+Awaiting Assignment 2012-05-03 11:42
1-739302563 D2 QOrg line C Accepted+In Progress 2012-05-03 1217
1-739302563 D4 Org line A2 Queued+Awaiting Assignment 2012-05-03 12:43
1-739302563 D4 Org line A2 Accepted+In Progress 2012-05-03 13:21
1-739302563 D2 Org line C Queued+Awaiting Assignment 2012-05-03 13:36
1-739302563 D2 Org line C Accepted+In Progress 2012-05-03 1413
1-739302563 D2 Org line C Accepted+Wait - User 2012-05-03 14:22
1-739302563 D2 Org line C Accepted+Wait - User 2012-05-06 13:15
1-739302563 D2 Org line C Completed+Resolved 2012-05-11 15:35
1-739302563 D2 QOrg line C Completed+Closed 2012-05-11 23116

Fig. 4. Activity combined with a status and a sub status

Doing this analysis, it is necessary to extract data from all datasets meeting particular
conditions. For example, supposing we should extract data of which organization



attribute value is ‘Org Line A2’ from dataset consisting of 15 lines, in this case only 4
shaded lines, as seen in <Fig. 5>, could be extracted.

SR_Number  Involved ST Organization Status Sub Status Change_Date+Time
1-739302563 D2 Crg line C Accepted In Praogress 2012-05-03 10:46
1-739302563 D2 Org line C Accepted In Progress 2012-05-03 10:46
1-739302563 D2 Org line C Accepted Wait - User 2012-05-03 11:03
1-739302563 D4 Org line A2 Queued Awaiting Assignment  2012-05-03 11:32
1-739302563 D4 Org line A2 Accepted In Progress 2012-05-03 11:40
1-739302563 D2 Org line C Queued Awaiting Assignment 2012-05-03 11:42
1-739302563 D2 Crg line C Accepted In Progress 2012-05-03 12:17
1-739302563 D4 Org line A2 Queued Awaiting Assignment  2012-03-03 1243
1-739302563 D4 Org line A2 Accepted In Progress 2012-05-03 13:21
1-738302563 D2 Crg line C Queued Awaiting Assignment 2012-05-03 13:36
1-739302563 D2 Org line C Accepted In Progress 2012-05-03 14:13
1-739302563 D2 Crg line C Accepted Wait - User 2012-05-03 14:22
1-739302563 D2 Qrg line C Accepted Wait - User 2012-05-06 13:15
1-739302563 D2 Org line C Completed Resalved 2012-05-11 15:35
1-739302563 D2 Org line C Completed Closed 2012-05-11 23:16

Fig. 5. Extracting events whose organization attribute value is ‘Org Line A2’

3.2 Push to Front Mechanism

This issue deals with the Volvo IT’s strategy/philosophy that most of the incidents
need to be resolved by the first line support teams (mainly service desks). In general
this increases work efficiency. Because the issue is only related to the incident
management process, the problem management dataset was not considered for this
analysis.

3.2.1 Defining Push to Front Mechanism at Log Data Level

It could be defined that the push to front mechanism operates well when incidents are
closed without any involvement of support teams which are in the second or third
lines. Here, we intend to set and define operational principle of push to front
mechanism at a log data level.

There are records of support teams — specially, names of support teams — on incident
management datasets. <Fig. 6> shows some representative examples of names of
support teams out of 649 support teams total. We supposed that the support teams
which don’t have any followed words like ‘2nd’, ‘3rd’, or 2nd 3rd’ are just in the
first line: for example, ‘A14’ in the <Fig. 6>.

Involved_ST
Al4d
C3 2nd
L57 3rd
V13 2nd 3rd

Fig. 6. An example of names of support teams



When we make a judgment if push to front mechanism works well, only completed
incidents are intended for the judgment first. It is because there is possibility for
support teams in 2nd or 3rd lines to get involved in uncompleted incidents during its
procedures even if it is not happened yet.

To judge whether push to front mechanism of the completed incidents works well, we
should make clear the fact that there is no involvement of support teams in 2nd and
3rd lines during the procedures of incidents. <Fig. 7> shows one of the cases
(incidents) in which push to front mechanism works very well.

SR_NUMBER Involved_ST STATUS SUB_STATUS CHANGE_DATE_TIME
1-740862080 N38 Accepted In Progress 2012-05-050:00
1-740862080 N38 Accepted In Progress 2012-05-050:02
1-740862080 N38 Accepted In Progress 2012-05-050:03
1-740862080 N44 Queued Awaiting Assignment 2012-05-050:03
1-740862080 N44 Accepted In Progress 2012-05-07 11:18
1-740862080 N44 Completed Resolved 2012-05-07 11:19
1-740862080 N44 Completed Closed 2012-05-14 23:18

Fig. 7. A case not involved by support teams in 2nd and 3rd lines

Meanwhile, an incident requires the approval of the support team being taken over the
work when it needs to switch from the current support team to other ones. For this
reason, the incident remains in standby status till the support team approves when the
current support team assigns a new team which will take responsibility of an incident
(in other words, the status now is to be ‘Queued’). You can see ‘Queued’ status in the
part shown in red color (see <Fig. 8>). However, you are able to figure out that the
attribute value of the support team has been changed from ‘U3’ to ‘S30 2nd’,
although the support team in charge has actually not been changed because it’s not
approved yet. In this case, it can be said that the push to front mechanism operates
well because there was no actual change of a support team.

SR_NUMBER Involved_ST STATUS SUB_STATUS CHANGE_DATE_TIME
1-738162073 u3 Accepted In Progress 2012-05-0211:18
1-738162073 u3 Accepted In Progress 2012-05-0211:18
1-738162073 U3 Completed Resolved 2012-05-0211:29
1-738162073 us Accepted In Progress 2012-05-02 11:30
1-738162073 U3 Completed Resolved 2012-05-0211:31
1-738162073  S30 2nd Queued Awaiting Assignment 2012-05-02 11:43
1-738162073 us3 Accepted In Progress 2012-05-02 11:43
1-738162073 U3 Completed Resolved 2012-05-0211:43
1-738162073 U3 Completed Closed 2012-05-02 23.02

Fig. 8. A part of incident management dataset
Based on the discussion about lines involved in incidents and ‘Queued’ status
awaiting assignment mentioned above, there are some definitions at a log data level to

make a judgment if push to front mechanism works or not.

* Anincident is closed without any involvement of 2nd or 3rd lines



®  'Queued’ status does not include the change of support teams

Thus, based on those clear definitions given at log data level and related to the
operation of push to front mechanism, we sought to give answers to those following
questions.

* For what products is the push to front mechanism most used and where not?

®  Where in the organization is the push to front process most implemented
(field=involved organization), specifically if we compare the Org Line A2
with the Org Line C

* What functions are most in line with the push to front process?

3.2.2 Products Using Push to Front Mechanism Frequently or Not

There are 704 products related to the incident management process. Among those
products, only 284 are influenced by push to front mechanism. We found a list of top
10 products which had used push to front mechanism frequently among those 284
products by using the definition we have mentioned (see <Fig. 9>). Considering only
absolute frequency, the product used push to front mechanism the most is ‘PROD424°.
However push to front mechanism was found just in 69% of all cases related to it,
‘PROD424’. On the contrary, ‘PROD383’ has its absolute frequency 196 and at the
same time 96% out of total cases related to it show the usage of push to front
mechanism.

Push to front
PRODUCT Push to front Case Frequency C::e F:eqfelqll

PROD424 418 605 O 69%
PROD660 226 267 . 85%
PROD383 196 205 %%
PROD253 138 190 3%
PRODA455 72 76 o 95%
PROD235 63 77 L82%
PROD267 63 99 L 64%
PROD236 57 76 7%
PROD716 55 59 o 93%
PROD494 49 88 E6g

(PRODUCT: product number, Push to front: cases which work with push to front mechanism
well, Case Frequency: total number of cases related to an appointed product, Push to front /
Case Frequency: rates of cases related to push to front mechanism among all cases of an
appointed product)

Fig. 9. Top 10 products using push to front mechanism a lot

Out of 704 products, there are 420 which have never used push to front mechanism.
We selected 10 products which have many related cases among those 420 products
(see <Fig. 10>). For example, there are 70 incidents related to ‘PROD607°. However,
they have never adopted the push to front mechanism.



PRODUCT Case_Frequency

PROD607 70
PROD604 36
PROD295 32
PROD350 31
PROD305 29
PROD337 28
PROD54 27
PROD818 27
PROD126 23
PROD49 19

Fig. 10. Products which have never used push to front mechanism at all

3.2.3 Organizations and Function Division keeping Push to Front Mechanism
well

This time, let us look into the organizations and function divisions which work with
push to front mechanism well. There are 25 organizations total — including ‘Other’ —
in the incident management process. Among those 25, there are 13 organizations
working with push to front mechanism more than once. <Fig. 11> shows how the 12
organizations — not involving ‘Other’ — follow push to front mechanism. Although
there are some organizations — like ‘Org Line V8’, ‘Org Line G2’, ‘Ogr Line V10’,
and so on — applying push to front mechanism to every related case, it is only about
less than 10 cases. Meanwhile, there is 'Org Line C’ that many cases following push
to front mechanism have been found and they count for 75% of all the cases. It,
therefore, could be said that push to front mechanism is well followed by 'Org Line C’.
On the contrary, compared with ‘Org Line C’, ‘Org Line A2’ has fairly low
percentages of push to front mechanism — only 15% — shown related to cases.

Push to front
Organization Push to front Case Frequency Case FrequenC\//

Org line C 2470 3290 7% |
Org line B 202 463 4%
Org line A2 188 1258 B 1%
Other 178 187 9%
Org line V2 29 62 7%
Org line V8 9 9 . 100%
Org line G2 8 8 . 100%
Org line V11 8 22 N 36%
Org line V10 7 7 . 100%
Org line H 6 6 . 100%

Fig. 11. Comparison between organizations taking push to front mechanism

Next we analyzed 24 function divisions in a similar way. There are 9 function
divisions — excluding null value — which have followed push to front mechanism
more than once. <Fig. 12> compares how well those 9 function divisions follow push
to front mechanism. It was found that this mechanism is well followed by function
divisions dealing with many incidents. In case of V3 2’ and ‘E 5’, in particular, we



got surprising result that 97% and 99% of ‘V3_2’ and ‘E_5’ respectively of all cases
they involved in show well fulfilled push to front mechanism.

. . Push to front
Function_div Push to front Case Frequency Case Freq enq//
u

V3.2 2115 2180 9%
A2.1 545 790 . 69%
ES5 323 326 9%
NULL 253 674 8%
A25 23 57 40%
A22 22 260 | | 8%
A2_4 9 271 | 3%
E1 2 39 | 5%
E6 2 102 | 2%
E_10 1 365 0%

Fig. 12. Comparison between function divisions taking push to front mechanism

3.3 Ping Pong Behaviour

Ideally, an incident should be resolved quickly and with minimum interference of not
too many support teams. However, in reality, support teams send incidents to each
other repeatedly. These phenomena are called ping pong behaviour, which definitely
leads to prolonging the total life time of an incident. We can witness this behaviour in
both the incident and problem management processes.

3.3.1 Defining Ping Pong Behaviour at the Level of Log Data

Ping pong behaviour denotes that support teams pass the buck to each other
repetitively when they deal with an incident or a problem. For elaborate analysis, we
need to define it more specifically and clearly at the level of log data. Discussion
below describes how ping pong behaviour is specifically and clearly defined at the
level of log data.

In 3.2, we already explained how data is recorded when incidents remain in standby
status. A status value is ‘Queued’ when an incident is in standby status and the
support team is changed to be recorded even if the incident is not completed yet (see
<Fig. 8>). To work out these errors, we got rid of all the rows in ‘Queued’ status
where incident management data sets and problem management data sets have.

We looked into the type of these behaviours first to define ping pong behaviour more
specifically and clearly at the level of log data. Ping pong behaviour is considered
clearly just in case both action owners and support teams have been changed. On the
other hand, as shown in <Fig. 13>, there are some patterns that action owners have
not been changed, but support teams. We will consider it ping pong behaviour
because these types correspond to the definition of ping pong behaviour as described.



SR_NUMBER STATUS INVOLVED_ST OWNER FIRST_ NAME CHANGE DATE+TIME

1-364285768  Accepted V30 Frederic 2010-03-3114:59:42
1-364285768  Accepted V30 Frederic 2010-03-31 15:00:56
1-364285768  Accepted V5 3rd Anne Claire 2010-04-06 14:44:07
1-364285768  Accepted V13 2nd 3rd Anne Claire 2010-04-06 14:44:47
1-364285768 Completed V13 2nd 3rd Anne Claire 2010-04-06 14:44:31
1-364285768  Accepted V30 Eric 2010-04-0810:52:23
1-364285768 Accepted V5 3rd Anne Claire 2010-04-2009:07:11
1-364285768  Accepted V5 3rd Anne Claire 2010-04-2009:07:19
1-364285768  Accepted V5 3rd Sarah 2012-04-1115:11:17
1-364285768  Accepted V5 3rd Sarah 2012-04-1115:11:25
1-364285768  Accepted V5 3rd Loic 2012-05-0309:10:10
1-364285768 Completed V5 3rd Loic 2012-05-0309:10:12
1-364285768 Completed V5 3rd Siebel 2012-05-1023:26:15

Fig. 13. In case that action owners have not been changed, but support teams

Lastly, a difficult type to judge is in case that support teams have not been changed,
but action owners (see <Fig. 14>). It cannot be disregarded that these types influence
on incident/problem management processes. However, we made a decision that these
types are not appropriate to ping pong behaviour, based on the definition of ping pong
behaviour as described.

SR_NUMBER STATUS INVOLVED_ST OWNER FIRST_ NAME CHANGE DATE+TIME

1-364285768  Accepted V30 Frederic 2010-03-3114:59:42
1-364285768  Accepted V3o Frederic 2010-03-31 15:00:56
1-364285768  Accepted V5 3rd Anne Claire 2010-04-06 14:44:07
1-364285768  Accepted V13 2nd 3rd Anne Claire 2010-04-06 14:44:47
1-364285768 Completed V13 2nd 3rd Anne Claire 2010-04-06 14:44:31
1-364285768  Accepted V30 Eric 2010-04-08 10:52:23
1-364285768 Accepted V5 3rd Anne Claire 2010-04-2009:07:11
1-364285768  Accepted V5 3rd Anne Claire 2010-04-2009:07:19
1-364285768  Accepted V5 3rd Sarah 2012-04-1115:11:17
1-364285768  Accepted V5 3rd Sarah 2012-04-1115:11:25
1-364285768  Accepted V5 3rd Loic 2012-05-0309:10:10
1-364285768 Completed V5 3rd Loic 2012-05-0309:10:12
1-364285768 Completed V5 3rd Siebel 2012-05-1023:26:15

Fig. 14. In case that support teams have not been changed, but action owners

Based on the previous discussion, we will consider all the shaded areas Ping pong
behaviour. These types reflect descriptions below at the level of log data.

* Support teams have been changed.

* Exclude from the scenario that support teams have been changed while
'Queued' status are recorded.

* Ignore whether alternations to action owners only.

We will answer the questions below based on the clear definition at the level of log
data on ping pong behaviour.



* What are the functions, organizations, support teams responsible for most of
the ping pong?
* What products are most affected by it?

3.3.2 The Functions, Organizations, Support Teams Responsible for Most of the
Ping Pong Behaviour

We, first of all, looked into ping pong behaviours shown in support teams. <Fig. 15>
shows the top 20 support teams that have passed their incident. For example, through
that <Fig. 15>, we could find that ‘G96’ handed over its incidents far more than took
over from another teams. Most cases (86.6%), however, have low impact level. There
could be found different features of ‘D4’ to ‘G96’. ‘D4’ takes over incidents as much
as it hands over although most of those cases shown on the chart below are at medium
impact level at 97.3%.

Impact (Hand Over)

Involved_ST Hand Over Take Over
- LOW MEDIUM HIGH MAJOR

G96 1106 72 [UEEBEE: l 11.90%| 140% 0%
G97 678 817 R W 21.50%| 1% 0%
D4 526 528 | 0.s0% NOEE0%E 1.90% 0%
542 302 37| 230% DOEE0DE  0.30% 0%
D5 248 218 | ss0% EEE  040% 0%
D3 245 191 | 2% EEE0E |  160% 0%
M38 215 27 B z2190% EEE | 2.30% 0%
D2 186 163 | 2209 DOEEDE | 3.80% 0%
G92 172 197 [E7.20% IEB.40% I 12.20% 0%
V37 2nd 161 217 0.60% INGHS0EE|  1.90% 0%
537 145 11 [zs30% EEE0% | 6.90% 0%
D7 126 11 | 160% GA608E| 0.30% 0%
G230 2nd 119 245 [EEE0% E0.30% |  0.80% 0%
G76 113 4 0 1w ERERE| 170% 0%
G179 104 120 B 2% N | 1% 0%
G40 97 120 50509 ER 50% 0% 0%
D1 9% o5 W 2030% EERM0% M 15.30% 0%
G22 2nd 92 134 [EEE0: B2.60%|  110% 0%
G51 2nd 78 52 | 5.10% NGB0 24.40% 0%
N26 2nd 76 77| 1.30% [NGEE0% | 3.90% 0%

(Involved ST: support teams, Hand over: the number of handing over incidents to
other support teams, Take Over: the number of taking over incident from other
support teams, Impact(Hand Over): rates of handing over incidents to other support
teams by impact)

Fig. 15. Top 20 support teams handing over their incident to other teams (incident
management process)

<Fig. 16>, in this context, shows organizations and function divisions which support
teams that have responsibility to ping pong behaviour — showing large frequency —
belong to.



Involved ST Organization FunctionDiv  Involved ST Organization Function Div

D1 Qrg line B AZ21 G51 2nd Org line G4 NULL
D2 Org line C A2 1 G786 Org line C ES
D4 COrg line A2 A2 1 G92 Org line C ES5
D5 Org line C A2 1 G996 Org line C V3.3
D7 COrg line A2 A2 1 G97 Org line C V3.3
o] COrg line A2 AZ21 N33 Org line C V3.3
G179 Org line C V3_3 537 Org line C V3.3
G22 2nd COrg line A2 A2_2 542 Org line C V3.3
G230 2nd Qrg line B E_10 556 Other NULL
G40 Crg line A2 A2_2 V37 2nd Org line V7n NULL

Fig. 16. Support teams, organizations, and function divisions which have
responsibility to most of the ping pong behaviours (incident management process)

Through the same way, we analyzed ping pong behaviours related to each closed
problem management process and open problem management process (see <Fig. 17,
18, 19, 20>).

Impact (Hand Over)

Involved_ST Hand Over Take Over
Low MEDIUM HIGH MAJOR

G21 2nd 28 32 | 71%928%  00%  00%
G271 2nd 18 7 0.0% M 222% I2%%  01%
G181 2nd 14 18 1 71%B71%l  71% 0.3%
G186 2nd 14 6 | 71%643% 00%  03%
G88 2nd 14 9 B 143% B29% Ml357%  01%
G230 2nd 12 12 | 83%583% M 250% 0.1%
G165 2nd 10 13 0.0% I60.0% I 100%  03%
G141 3rd 9 6  [N333%BE6% 0 111%  00%
G55 2nd 7 8 0.0% %% I 28.6% 0.0%
G290 3rd 7 10 0.0% [ 28.6% %%  0.0%
G92 7 4 0.0% 57.1% I2.9%  0.0%
G273 3rd 6 17 00% i 16.7% N838Y% 0.0%
G56 3rd 6 5 0.0% B0.0% MM333%  02%
G153 2nd 6 3 00% M 167% B0.0%  03%
G167 2nd 6 4 00% II000% 00%  0.0%
G288 2nd 6 4 0.0% 333% 66I7%  0.0%
G157 2nd 5 6 0.0% M 200% 60.0%  02%
M1 2nd 5 6 0.0% [I80I0% M 200%  0.0%
G138 2nd 5 2 W 200%800% 00%  00%
G263 2nd 5 6 W 200% M 200% B0.0%  00%

Fig. 17. Top 20 support teams handing over incidents (closed problem management

process)

Involved ST Organization FunctionDiv  Involved ST Organization Function Div
G138 2nd Org line C E_10 G263 2nd Org line C E_10
G141 3rd Org line C C6 G271 2nd Org line C E_10
G153 end Org line C E7 G273 3rd Org line C C_6
G157 2nd Org line C E7 G288 2nd Org line C E_10
G165 2nd Org line C E7 G290 3rd Org line C C6
G167 2nd Org line A2 A2 2 G55 2nd Org line C E1
G181 2nd Org line C E8 G56 3rd Org line C c.1
G186 2nd Org line C E8 G88 2nd Org line C E4
G21 2nd Org line A2 A2_2 G92 Org line C ES
G230 2nd Org line B E_10 M1 2nd Org line A2 A2 2

Fig. 18. Support teams, organizations, and function divisions which have
responsibility to most of the ping pong behaviours (closed problem management
process)



Impact (Hand Over)
LOW MEDIUM HIGH MAJOR

Involved_ST Hand Over Take Over

G271 2nd 18 4 0.0% B89% ME11%  0.0%
G273 3rd 7 18 0.0% 42.9% I67.1%  00%
G236 2nd 5 5 0.0% [60.0% I400%  0.0%
M1 2nd 5 5 0.0% 8010 M 200%  0.0%
G165 2nd 5 3 0.0% [60.0% I#0.0%  00%
G263 2nd 4 4 00% M 25.0% IB0%  0.0%
G75 4 2 0.0% [I7510% M 250%  0.0%
G134 2nd 3 3 00% 333% MM333%  03%
G153 2nd 3 2 00% [l333% 333%  03%
G58 3rd 3 2 00% i000% 00%  00%
G167 2nd 3 4 00% i000% 00%  00%
G55 2nd 3 3 00% [H00I0% 00%  0.0%
G230 2nd 2 2 0.0% [I50.0% IB0.0%  0.0%
W16 3rd 2 2 00% [i000% 00%  00%
G288 2nd 2 2 0.0% [50.0% I80.0%  0.0%
G143 2nd 2 3 00%  00% [i000%  0.0%
G4 2nd 2 1 [50.0% 0.0% [II50.0% 0.0%
G88 2nd 2 3 [B0.0% B0.0%  00%  00%
G57 2nd 2 4 00% i000% 00%  00%
G119 2nd 1 3 00% 000% 00%  00%

Fig. 19. Top 20 support teams handing over their incident to other teams (open
problem management process)

Involved ST Organization FunctionDiv  Involved ST Organization Function Div

G119 2nd Org line C ES G273 3rd Org line C Cc6
G134 2nd Org line C E7 G288 2nd Qrg line C E_10
G143 2nd Org line C E_10 G4 2nd Org line A2 A2 2
G153 2nd Org line C E7 G438 2nd Qrg line C EB
G165 2nd Org line C E7 G55 2nd Org line C E1
G167 2nd Org line A2 A2 2 G57 2nd Qrg line C E2
G230 2nd Org line B E_10 G58 3rd Org line C c2
G236 2nd Org line C E_10 G75 Org line C ES
G263 2nd Org line C E_10 G833 2nd Org line C E4
G271 2nd Qrg line C E_10 M1 2nd Org line A2 A2 2

W16 3rd Org line A2 AZ_1

Fig. 20. Support teams, organizations, and function divisions which have
responsibility to most of the ping pong behaviours (open problem management
process)

3.3.3 The Products Which Are Most Affected by Ping Pong Behaviour

<Fig. 21> shows a list of top 10 products which are influenced by pong pong
behaviours. ‘PROD424’ is a product the most deeply related to ping pong behaviour.
It is related to 882 ping pong behaviours total. For incidents occurrence is as high as
occurrence of ping pong behaviours, it could be said that one ping pong behaviour
occurs once one incident does on average. Although ‘PROD542’ on the second of the
list is related to ping pong behaviours less than ‘PROD424’, there could be found 6
ping pong behaviours when only one incidents are arose and most of its incidents
show higher impact level.



# of Ping Pong Impact (Hand Over)

PRODUCT Behaviour (A) # of Involved SR (B) A+B Tow TR T TR

PRODA424 893 882 1 R W 237% 09% 0.0%
PRODS42 453 75 6 | 09% NOEEEE| 2.2% 0.0%
PROD236 243 30 3 | 16% NETEE.| 7.0% 0.0%
PROD253 228 226 1 5T 5% W04% | 22% 0.0%
PRODG98 198 140 1 5T 59 I 1.9% 0.5% 0.0%
PRODG660 188 484 9 0.5% GOS%E  0.0% 0.0%
PROD697 177 30 6 0.09% I000%E  0.0% 0.0%
PROD739 172 Ell 6 0.0% 000  0.0% 0.0%
PROD455 169 81 2 - [ 25.4% 0.0% 0.0%
PROD235 162 87 p) 00%B8ESE| 19%  00%

(PRODUCT: product number, The # of Ping Pong Behaviour(A): the number of ping
pong behaviours related to relevant product, The # of Involved SR(B): occurrence of
incidents, (A +~ B), Impact(Hand Over): rates of ping pong behaviours by impact
level)

Fig. 21. Top 10 products ping pong which are the most deeply related to ping pong
behaviour. (Incident management process)

Each <Fig. 22, 23> shows products the most deeply related to ping pong behaviours
in closed problem management processes and in open problem management processes
respectively.

# of Involved SR # of Ping Pong Impact (Hand Over)

PRODUCT B+A

(B) Behaviour (A) LOW MEDIUM HIGH MAJOR
PRODS02 78 48 0.6 ls30% M 25% NBENID 0%
PROD97 1 27 27 0% [INE0058 0% 0%
PROD424 882 15 0 B6.70% B 0% J13.30% 0%
PROD96 13 12 0.9 Bili70% I58E 0% 0% 0%
PROD597 21 11 05 0% [18.209 [H8|50% [B8.40%
PROD681 1 10 10 0% [INE0058 0% 0%
PROD671 7 10 14 0% BE: l  20% 0%
PROD476 5 8 16 2,509 IS 12.50% 0%
PROD473 7 8 11 0% 62809 12.50% W 25%
PROD350 3 8 03 ol 25% [l 25% 0%

Fig. 22. Top 10 products Ping pong which are the most deeply related to ping pong
behaviour. (closed problem management process)>



# of Ping Pong Impact (Hand Over)

PRODUCT # of Involved SR (B) A+B

Behaviour (A) LOW MEDIUM HIGH MAJOR
PRODS02 78 34 04 | 5.90% B6.509% IERBD% 0%
PRODS509 15 10 07 0% [0S 0% 0%
PROD350 31 ] 03 157 .50% B8V 50% [l 25% 0%
PROD745 3 7 23 0% A0 B5.60% 0%
PROD681 1 7 7 0% |IE00SE 0% 0%
PROD327 38 5 01 0% |05 0% 0%
PROD412 8 5 06 09 B0 I 40% 0%
PROD671 7 5 07 0% [BG: [l  20% 0%
PROD494 186 5 0 0% 0% (0GR 0%
PROD597 21 3 01 0% [83.30% 185.30% 185.30%

Fig. 23. Top 10 products Ping pong which are the most deeply related to ping pong
behaviour. (open problem management process)>

3.4 Wait User

In this part, we sought to deal with questions related to abuse of “Wait-User’ which is
one of the sub statuses. Dataset of incident management process on which this sub
status — ‘Wait-User’ — is only found, therefore, becomes a target dataset. We also
decided to cover status information on the analysis to be more specific. Following
<Fig. 24> shows every activity found on processes when we set process activities by
combining statuses with sub statuses.

Activities
Accepted+Assigned
Accepted+In Progress
Accepted+Wait
Accepted+Wait -Customer
Accepted+Wait-Implementation
Accepted+Wait-User
Accepted+Wait-Vendor
Completed+Cancelled
Completed+Closed
Completed+in Call
Completed+Resolved

Unmatched+Unmatched
Fig. 24. Names of activities found on processes (combination of statuses and sub

statuses)

As shown on <Fig. 24>, the ‘Wait-User’ sub status is always regarded as ‘Accepted’
status.  ‘Accepted+Wait-User’ hence is supposed to be the focus of analysis.



3.4.1 Our Understanding of the Given Questions

There are following some given questions related to ‘Wait-User’ sub status.

*  Who is making most use of this sub status (action owner)?

*  What is the behaviour per support team, function, organization etc?
® (mis)-usage per location?

¢ Ete.

We intend to only answer the three of the questions mentioned above excluding
different possible ones. To understand these three questions, it is required to
conceptualize ‘the behaviour’ in the second question. We understood this concept as
the pattern of using ‘Wait-User’. Even though there are several possible
interpretations of ‘(mis)-usage’ in the third question, moreover, we sought to keep on
analyzing focusing on the abusive behaviour on ‘Wait-User’. The ‘Wait-User’ sub
status, as mentioned above, is combined with ‘Accepted’ status and analyzed by being
substituted with ‘‘Accepted+Wait-User’. Based on this understanding, consequently,
we intend to deal with and make answers the following subjects.

* Action owner using ‘Accepted+Wait-User’ the most frequently.

¢ Each pattern of using ‘Accepted+Wait-User’ found in support team, function
division, and organization.

* Locations where abuse of ‘Accepted+Wait-User’ is found.

3.4.2 Action Owner Using ‘Accepted+Wait-User’ the Most Frequently

To get answers to these questions, we counted number of uses for ‘Accepted+Wait-
User’ analyzed by user. We also explored the percentages of wusage of
‘Accepted+Wait-User’, considering the total number of events occurred by users, to
have more validity in analysis. We, at this point, excluded ‘Siebel’, not a real action
owner but only used in the system, from the analysis result.

OWNER_FIRST_NAME  WAIT_USER_CNT  TOTAL_CNT  'VAITUSER.CNT

JTOTAL_CNT

Pawel 123 925 13.3%
Muthu 80 355 225%
Brecht 75 477 15.7 %
Marcin 71 688 103 %
Fredrik 69 585 118 %
Andreas 63 542 1186%
Katia 62 448 13.8 %
Krzysztof 56 1173 48%
Emil 55 322 171 %
Nina 48 291 165 %

Fig. 25. Top 10 action owner using ‘Accepted+Wait-User’ frequently



Although ‘Pawel’” mostly uses 'Accepted+Wait-User’, ‘Muthu’ can be also recognized
to use as much as ‘Pawel’ when we consider its number of events. In case of
‘Krzysztof’, meanwhile, it shows its highly placed frequency based on the absolute
numerical value, whereas it shows its outstandingly lower frequency when we
consider its total number of events.

3.4.3 Each Pattern of Using ‘Accepted+Wait-User’ Found in Support Team,
Function Division, and Organization

We intend to call the pattern of usage of ‘Accepted+Wait-User’ as a combination of
activities occurred right before and after it. Based on this definition, we found that the
total number of patterns of usage of ‘Accepted+Wait-User’ was 40 (see <Fig. 26>).
Before we generate this result, the uncompleted case was removed from the dataset.

R, . - Targa e B
Accepted+In Progress I Accepted+Wait - User Accepted+In Progress _
Accepted+In Progress Accepted+Wait - User Completed+Resalved o ae0
Accepted+In Progress Accepted+Wait - User Queued+Awaiting Assignment _ 517
Accepted+In Progress Accepted+Wait - User Accepted+Wait - User ] 215
Accepted+In Progress Accepted+Wait - User Accepted+Assigned - 195
Accepted+Wait - User Accepted+Wait - User Completed+Resolved - 107

Accepted+Wait Accepted+Wait - User Accepted+In Progress | 90
Accepted+Wait - User Accepted+Wait - User Accepted+Wait - User | a8
Accepted+Wait Accepted+Wait - User Completed+Resolved l 63
Accepted+Wait - User Accepted+Wait - User Accepted+In Progress ] 61
Accepted+Wait - User Accepted+Wait - User Queued+Awaiting Assignment I 58
Accepted+Wait Accepted+Wait - User Queued+Awaiting Assignment I 29
Accepted+In Progress Accepted+Wait - User Accepted+Wait | 29

Accepted+Wait - Implementation Accepted+Wait - User Completed+Resolved I 26
Accepted+In Progress | Accepted+Wait - User Accepted+Wait - Implementation | 20
Accepted+In Progress Accepted+Wait - User Accepted+Wait - Vendor I 19

Accepted+Wait - Implementation Accepted+Wait - User Accepted+In Progress | 15

Accepted+Wait - Vendor Accepted+Wait - User Completed+Resolved ] 14
Accepted+Wait Accepted+Wait - User Accepted+Assigned | 10
Accepted+Wait Accepted+Wait - User Accepted+Wait 9
Accepted+Wait Accepted+Wait - User Accepted+Wait- User 9

Accepted+Wait - User Accepted+Wait - User 9

Accepted+Wait - Implementation Accepted+Wait - User Queued+Awaiting Assignment 8

Accepted+Wait - User : Accepted+Wait - User Accepted+Assigned 7

Accepted+Wait - Vendor Accepted+Wait - User Accepted+In Progress 5
Accepted+Wait Accepted+Wait - User Accepted+Wait - Implementation 5
Accepted+Wait- Customer Accepted+Wait - User Completed+Resolved 5
Accepted+Wait - Implementation Accepted+Wait - User Accepted+Wait - Implementation 3
Accepted+Wait - Vendor Accepted+Wait - User Accepted+Assigned 2
Accepted+in Progress Accepted+Wait - User Accepted+Wait - Customer 2
Accepted+Wait - User Accepted+Wait - User Accepted+Wait - Vendor 2

Accepted+Wait - Implementation Accepted+Wait - User Accepted+Wait - Vendor 2

Accepted+Wait - Implementation Accepted+Wait - User Accepted+Wait - User 2

Accepted+Wait - Implementation Accepted+Wait - User Accepted+Assigned 1

Accepted+Wait - Customer Accepted+Wait - User Accepted+in Progress 1
Accepted+Wait - Vendor Accepted+Wait - User Accepted+Wait - Vendor 1
Accepted+Wait - User Accepted+Wait - User Accepted+Wait 1
Accepted+Wait Accepted+Wait - User Accepted+Wait - Customer 1
Accepted+Wait - User Accepted+Wait - User Accepted+Wait - User 1
Accepted+Wait - Customer : Accepted+Wait - User Accepted+Walit - Implementation 1

Fig. 26. Pattern of usage of 'Accepted+Wait-User’ found on incident management
process and its occurrence frequency



There are 649 support teams, 25 organizations, and 24 function divisions which are
involved in incident management process. For we could not deal with them all in this
paper, we chose two representative support teams, organizations, and function
divisions of each by considering number of recorded events. We sought to answer the
second question by analyzing what kinds of patterns among the 52 patterns of usage
we found and how frequently the patterns are used by the selected support teams,
organizations, and function divisions. As shown <Fig. 27>, we drew a graph
containing events occurred in two represents of each support team, organization, and
function division and rest of all events arose in organizational unit. ‘G97’ and ‘G96’
in support teams, ‘Org Line C* and ‘Org line A2’ in Organizations, and ‘V3 2’ and
‘A2 1’ in function divisions are represents chosen for this analysis.

Organization
Support Team 50000
8000 7466 42189
40000
5999
000 1 30000
4382
20000
i 12508
10000
1661 1660 1587 1583 . 4823
2000 - %1302 1225 1152 I 893 861 605 480 215 136 147
0 PP
0+ " b IIII - . Org Org Org Org Org Org Org Org Org Org
G97 G96 S42 G230 DS S56 D8 G76 D2 G92 -+ line line line line line line line line line line -~ -
2nd C A2 B Vin G4 V2 V11 Gl G2 VS
Fuction Division
22000 30950
30000
25000
20000
15000
9977
10000
4527
2907 2618
5000 I 169114881136 ¢33 618
.|

0
V32A21E10 ES A22A24 D_1 A23 E6 A25 -

Fig. 27. Selected two representative support teams, organizations, and function
divisions of each

We extracted every incident management process log from the six selected groups:
two support teams, two organizations, and two function divisions. Then we compared
each pattern of usage and the frequency of use by organizational units.

<Fig. 28> shows what kind of pattern the support teams 'G97’ and 'G96’ have and
how frequently they use the pattern. The red parts are equally shared pattern which
both two support teams have. The support team 'G97’ uses a little more pattern than
'G96’ and both teams show similar pattern-usage together.



G97

Before Target After Count
Accepted+in Progress Accepted+Wait - User Accepted+in Progress S 4
Accepted+in Progress Accepted+Wait - User Completed+Resolved || 60
Accepted+in Progress Accepted+Wait - User ] 49

Accepted+Wait Accepted+Wait - User Accepted+In Progress | 21
Accepted+in Progress Accepted+Wait - User Accepted+Assigned 1 18
Accepted+Wait Accepted+Wait - User Completed+Resolved 1 14
Accepted+In Progress Accepted+Wait - User Accepted+Wait - User | 1"
Accepted+n Progress Accepted+Wait - User  Queued+Awaiting Assignment | 10
Accepted+Wait - User Accepted+Wait - User | 6
Accepted+in Progress Accepted+Wait - User Accepted+Wait | 6
Accepted+Wait Accepted+Wait - User | 5
Accepted+Wait - User Accepted+Wait - User Accepted+in Progress | 5
Accepted+Wait - Implementation Accepted+Wait - User Completed+Resolved | 3
Accepted+Wait - Implementation  Accepted+Wait - User Accepted+In Progress | 2
Accepted+In Progress Accepted+Wait - User  Accepted+Wait-lmplementation | 2
Accepted+Wait Accepted+Wait - User Accepted+Wait | 2
Accepted+Wait - Implementation  Accepted+Wait - User | 2
Accepted+Wait - User Accepted+Wait - User Queued+Awaiting Assignment 1
Accepted+Wait Accepted+Wait - User Accepted+Wait-User 1

G96

Before Target After Count
Accepted+In Progress Accepted+Wait - User Accepted+In Progress o o |
Accepted+in Progress Accepted+Wait - User =] 31
Accepted+In Progress Accepted+Wait - User Completed+Resolved = 22

Accepted+Wait Accepted+Wait - User Accepted+in Progress i} 7
Accepted+in Progress Accepted+Wait - User Accepted+Wait - User | 5
Accepted+Wait-User Accepted+Wait - User 1 4
Accepted+in Progress Accepted+Wait - User Accepted+Assigned | 3
Accepted+Wait - Implementation  Accepted+Wait- User Queued+Awaiting Assignment | 1
Accepted+Wait Accepted+Wait - User Accepted+Wait | 1
Accepted+In Progress Accepted+Wait - User Accepted+Wait | 1
Accepted+Wait Accepted+Wait - User | 1
Accepted+Wait-User Accepted+Wait - User Accepted+In Progress | 1
Accepted+Wait Accepted+Wait - User Completed+Resolved | 1

Fig. 28. Pattern of usage of ‘Accepted+Wait-User’ ’and the frequency of use found in
support teams 'G97’° and 'G96’

<Fig. 29> shows the pattern of usage and frequency of use found in organizations
'Org Line C’ and ‘Org Line A2’. We could find that 'Org Line C’ uses more patterns
than ‘Org Line A2’. 'Org Line C’ uses whole patterns that were found in incident
management process. Some parts of the patterns between two organizations are a little
different. For example, a flow like 'Accepted+In Progress’ — ‘Accepted+Wait-User’
— ‘Accepted+Assigned’ is the fourth largest in  'Org Line C’, which is found on the
list at 10 in case of 'Org Line A2’.



Before
Accepted+In Progress

Accepted+In Progress
Accepted+In Progress
Accepted+In Progress
Accepted+In Progress
_ Accepted+In Progress

Accepted+Wait
Accepted+Wait

. Accepted+In Progress
Accepted+In Progress

Accepted+Wait— Vendor

Accepted+In Progress

Accepted+Wait
Accepted+Wait
Accepted+Wait — Implementation

Accepted+Wait

N copied o
Accepted+Wait— Vendor
Accepted+Wait — User
Accepted+Wait— Implementation
Accepted+Wait—Vendor

Accepted+In Progress
Accepted+Wait - User
Accepted+Wait—Implementation
Accepted+Wait — Vendor

" Accepted+Wail- Customer
Accepted+Wait - Customer
Accepted+Wait - User
Accepted+Wait - Implementation
Accepted+Wait - Vendar
Accepted+Wait

Before
Acceptedtin Progress
Accepted+in Progress
Accepted+in Progress
Accepted+in Progress
Accepted+in Progress
Accepted+Wait - User
Accepted+Wait - User
Accepted+Wait - User
Accepted+Wait

 Accepted+W:

. Accepted+Wait - User
Accepted+Wait - User

Accepted+Wait - User
- Accepted+Wait - User
Accepted+Wait - User

Target

it - User

Accepted+Wait - User

. Accepted+Wait - User
Accepted+Wait - User
- Accepted+Wait - User

Accepted+Wait- User
Accepted+Wait - User
Accepted+Wait - User

Accepted+Wait - User
- Accepted+Wait - User
Accepted+Wait - User
Accepted+Wait - User
Accepted+Wait - User
- Accepted+Wait - User
Accepted+Wait - User

Accepted+Wait- User
Accepted+Wait - User
Accepted+Wait - User
Accepted+Wait - User
Accepted+Wait - User
Accepted+Wait - User

Org line C

After
Completed+Resolved
Queued+Awaiting Assignment
Accepted+Assigned

Accepted+Wait - Implementation
Completed+Resolved
Accepted+Wait - Vendor
Accepted+Wait - User

Queued+Awaiting Assignment
Accepted+Assigned
Queued+Awaiting Assignment

Accepled+Wall - User

Accepted+in Progress
Accepted+Assigned

Accepted+Assigned
Accepted+Wait - Customer
Accepted+Wait - Vendor
Accepted+Wait— Implementation

Completed+Resolved
Accepted+in Progress
Accepted+Wait
Accepted+Assigned
Accepted+Wait— Vendor
Accepted+Wait - Implementation

Org line A2

Target

esrciidant

Accepted+Wait - User
Accepted+Wait - User
Accepted+Wait - User
Accepted+Wait - User
Accepted+Wait - User
Accepted+Wait - User
Accepted+Wait - User
Accepted+Wait - User

After
Accepted+in Progress
Accepted+Wait - User

Queued+Awaiting Assignment
Completed+Resolved
Accepted+Wait — User
Accepted+In Progress
Completed+Resolved

Count

227

g I ST O R )

g
=



Accepted+in Progress Accepted+Wait - User Accepted+Assigned I 12
Accepted+Wait - User Accepted+Wait - User Queued+Awaiting Assignment I 12
Accepted+in Progress Accepted+Wait - User Accepted+Wait - Implementation I 6
 Accepled+al Accepied+Wail- User P 5
Accepted+Wait Accepted+Wait - User Accepted+in Progress | 5
A:cce;.)lad.ﬂn Progress A:cce;.)led;wgil = l.Jser. .Act.)epl.ed+.\l.\i'ail. : I 4
Accepted+Wait - User Accepted+Wait - User 3
Accepted+Wait - Customer Accepted+Wait - User Completed+Resolved 3
Accepted+Wait - Implementation Accepted+Wait - User Accepted+Wait - Vendor 2
Accepted+Wait - Implementation Accepted+Wait - User Accepted+in Progress 2
fﬂa:cepl_ed*r_Wai_l— Ir_n_p\er_nen_talio_n A_ccepled_‘ercx_il = L_Jser_ Mcepl§d+Wail_— Im_p\em_emz_uion 2
Accepted+Wait - User Queued+Awaiting Assignment 2
Accepted+Wait - Implementation Accepted+Wait - User Accepted+Wait - User 1
Accepted+Wait - User Accepted+Wait - User Accepted+Assigned 1
Accepted+Wait Accepted+Wait - User Accepted+Wait - Customer 1
Accepted+Wait Accepted+Wait - User Accepted+Wait 1
Accepted+Wait - Implementation Accepted+Wait - User Completed+Resolved 1
A_ccepled_ﬂn _P_rog_ress_ ) A_ccepled_Jercx_\l = L_Jser_ Aco_epla_d+Wail_—_ Vendc)( 1
Accepted+Wait - Customer Accepted+Wait - User Accepted+Wait - Implementation 1

Fig. 29. Pattern of usage of ‘Accepted+Wait-User’ ’and the frequency of use found in
'Org Line C’ and 'Org Line A2’

In <Fig. 30>, it is possible to check the pattern of usage and frequency of use which
were found in function divisions 'V3_ 2’ and 'A2 1’°. Each division 'V3 2’ and 'A2 1’
use 33 patterns and 27 patterns respectively. The order of lists shown in those two
function divisions are different each other.

V3_2

Before Target After Count
Accepted+in Progress Accepted+Wait - User Accepted+in Progress _
Accepted+in Progress Accepted+Wait - User Completed+Resolved o 545
Accepted+in Progress Accepted+Wait - User Queued+Awaiting Assignment | 104
Accepted+n Progress Accepted+Wait - User - 9
Accepted+n Progress Accepted+Wait - User Accepted+Assigned | 66

Accepted+Wait Accepted+Wait - User Accepted+in Progress . 38
Accepted+in Progress Accepted+Wait - User Accepted+Wait - User I 35
Accepted+Wait Accepted+Wait - User Completed+Resolved I 29
Accepted+Wait— User Accepted+Wait - User Queued+Awaiting Assignment I 15
Accepted+n Progress Accepted+Wait - User Accepted+Wait I 15
Accepted+Wait - User Accepted+Wait - User Accepted+in Progress I 13
Accepted+n Progress Accepted+Wait - User Accepted+Wait - Vendor I 12
Accepted+Wait — User Accepted+Wait - User Completed+Resolved | 10
Accepted+Wait—Vendor Accepted+Wait - User Completed+Resolved | 9
Accepted+Wait— User Accepted+Wait - User | 9
Accepted+Wait - User Accepted+Wait - User | 9

Accepted+Wait - Implementation Accepted+Wait - User Completed+Resolved 8
Accepted+Wait Accepted+Wait - User 6
Accepted+Wait Accepted+Wait - User Accepted+Assigned 5
Accepted+Wait Accepted+Wait - User Accepted+Wait 4
Accepted+n Progress Accepted+Wait - User Accepted+Wait - Implementation 4
Accepted+Wait Accepted+Wait - User Accepted+Wait - User 4
Accepted+Wait Accepted+Wait - User Queued+Awaiting Assignment 3
Accepted+Wait—Vendor Accepted+Wait - User Accepted+in Progress 3
 Accepted+Wait-Implementaion _ AcceptedWat-User  Accepted+inProgress 2
Accepted+Wait - Implementation Accepted+Wait - User 2



Accepted+Wait Accepted+Wait - User Accepted+Wait - Implementation 1
Accepted+Wait - Implementation Accepted+Wait - User Queued+Awaiting Assignment 1
Accepted+Wait - User . Accepted+Wait - User Accepted+Wait - Vendor 1
Accepted+Wait - Vendor Accepted+Wait - User Accepted+Assigned 1
‘Accepted+Wait- Customer  Accepted+Wait- User Completed+Resolved 1
Accepted+Wait - User Accepted+In Progress 1
Accepted+in Progress Accepted+Wait - User Accepted+Wait - Customer 1
A2 1
Before Target After Count
 Accepted+in Progress Accepted+Wait - User _AeceptedtWait-User IR
Accepted+in Progress Accepted+Wait - User Completed+Resolved _
Accepted+in Progress Accepted+Wait - User Accepted+in Progress _
Accepted-Wait- User _ Accepted+Wait- User Acoepted-Wait-User IS
Accepted+Wait - User Accepted+Wait - User Completed+Resolved —_:
 Accepled+in Progress Accepled+Wait-User  Queued+Awaiing Assignment IS
Accepted+in Progress Accepted+Wait - User _ 57
o R T ——
Accepted+Wait - User Accepted+Wait - User Queued+Awaiting Assignment - 21
 Accepted+in Progress Accepted+Wait-User  Accepled+hssigned I 14
cepled: Wait- User Acceped+Wait- User B n
Accepted+Wait Accepted+Wait - User Completed+Resolved I 6
Accepted+Wait - User Accepted+Wait - User Accepted+Assigned I 5
Accepted+Wail Accepted+Wait - User Accepted+Wait - I 5
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Accepted+Wait - Implementation Accepted+Wait - User Accepted+Wait - User I 2
 AccepledtmProgess  AccepledsWait-User  Accepted+Wait-Vendor | 2
| AcoopledWail-Vendor  AccepledtWail-User  ComplefedsResohved | 2
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Accepted+Wait - Vendor Accepted+Wait - User Accepted+Wait - User 1

Fig. 30. Pattern of usage of ‘Accepted+Wait-User’ ’and the frequency of use found in
function divisions 'V3_2’and 'A2 1’

3.4.4 Locations Where Abuse of ‘Accepted+Wait-User’ Is Found

There are 22 countries total which are involved in incident management process. In
this context, we found that ‘Acceptedt+Wait-User’ is used repeatedly in the same case
(see <Fig. 31>).



the number the number of repetitions
country

of cases 2 3 4 5 6 7 8 9 10~ 20~

se 2894 144 56 31 1" 3 4 1

pl 1762 147 60 36 11 7 2 5 2
us 780 26 10 2 2 1

in 492 80 37 13 10 4 2 3
be 482 46 23 11 3 2 3 1 2 1
br 311 13 4 2 1 1

fr 309 20 7 3 1

cn 101 14 3 1 2 1

ca 66 1 1

kr 65 4 2 2
SE 61 2

nl 58 7 6 2

ru 45 3
my 26 1

au 25 1

gb 22 2 1

ip 15

th 6

cl 3

pe 2

de 2 1

tr 1

Fig. 31. Repetitive usage in ‘Accepted+Wait-User by country

<Fig. 31> shows the result which is sorted in descending order depending on the total
number of cases. It is shown that there are the largest number of cases in ‘se’, and the
smallest number in ‘tr’. In this context, it is possible that the higher a country is on the
list, the more ‘Accepted+Wail-User’ is repeated. In case of 'be’, however, we could
find that there are enough number of repetitions (especially there is a case repeated
over 20 times) as much as ‘se’ and ‘pl’.

3.5 Process Conformity per Organization

Lastly, we focused on how much the incident and problem management processes
arose in one organization conform to those in others. There is an open problems
management dataset, among the given problems management, composed of
uncompleted problems management. Because it is hard to say that this kind of process
which is a conclusion drawn from uncompleted problems management has
representativeness, we excepted this open problems management dataset from
analysis. The problems management dataset, therefore, is a closed problems



management dataset. And the uncompleted incident management was removed from
incident management dataset, either.

3.5.1 The Range of Comparison in Conformity

In Volvo IT, there are 25 organizations total including ‘Org Line A2’ and ‘Org Line
C’. As shown below, <Fig. 32> represents the number and rate of events related to
each organization in incidents and the problems.

Incidents Problems
Fig. 32. The number and rate
17% of events related to each
: organization in incidents and
. the problems
®Org line C mOrg line A2 = etc mOrg lineC mOrg line A2 = etc

As in the figure above, over 83% of all events related to incident management is
about ‘Org Line A2’ and ‘Org Line C’, which comprise more than 67% of problem
management events. Consequently, we decided to consider ‘Org Line A2’ and ‘Org
Line C’ as organizations which have representativeness and compare and analyze
process between these two organizations: ‘Org Line A2’ and ‘Org Line C’.

To analyze processes in different angles, on the other hand, process mining analysis
helps various attributes (or combination of attributes) included in event log to be set
as activities. Let us suppose, for example, there are status, support team, etc among
attributes which are set as activities in incident management dataset. As shown in
<Fig. 33> and <Fig. 34>, we are able to find that the two types of incident
management process which set status or support team as activities show different
angle each.

®

Accepted

40117

10729} 8084 | 462

Completed 5
13867

5

Unmatched
5

®

Fig. 33. An incident management process viewed from the angle of the status



Fig. 34. An incident management process viewed from the angle of the support team

In this context, it is obvious that the processes of two organization ‘Org line A2’ and
‘Org Line C’ could also have various figures as looked from different angles.
Considering angles to compare and analyze processes of two different organizations,
therefore, is making a significant attempt.

However, to compare processes of two organizations, we intend to set the
combination of two attributes (‘status’ and ‘sub-status’) as activities. It is because that
this setting shows the most typical figure of the process.

3.5.2 The Standards of Comparing Conformity

Creating a standard of comparing conformity between two processes, we focused on
the components of process model. There are differences in process model components
in notations. We, therefore, chose a notation used by Disco while there are many
notations of process model. This notation consists of activities representable as square
boxes and flows between activities representable as arrows. Accordingly, standard to
compare the processes of two organizations are supposed to be activities composing
processes and flows between activities.

3.5.3 Data Extraction

To compare processes of two organizations, we extracted data from ‘Org Line A2’
and ‘Org Line C’ using the standard and range we set carlier(refer to <Fig.
35,36,37,38>).

To measure the conformity of a process of one organization to a process of the other,
first of all, it was planned for two organizations to be compared each other based on
the extracted data (in a structural perspective). Then we sought to compare every
possible inter-organizational flows between two organizations (in behavioural
perspective).



Fig. 35. Incident management processes of ‘Org Line A2’

L
Fig. 37. Problem management processes of ‘Org Line A2’
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Fig. 38. Problem management processes of ‘Org Line C’

3.5.4 Comparison in Structural Perspective

<Fig. 39> shows the activities composing incident management processes for two
organizations and their occurrences. We observed several activities performed by
‘Org Line C’ which was not found on ‘Org Line A2’: 'Completed+Cancelled' and
'Unmatched+Unmatched'. There are differences, moreover, in occurrence frequency.
For example, ‘Org Line A2’ and ‘Org Line C’ comprise 24.06% and 14.22% each of
occurrence in ‘Queued+Awaiting Assignment’.

Org Line A2 Org Line C
Value Frequency Value Frequency
Accepted +In Progress Accepted+In Progress

Queued+Awaiting Assignment [ ENEG_ZEEs Queued+Awaiting Assignment [N 5931
Completed+Resolved I 1320 Completed+Resolved I 3586
Completed+Closed L] 1278 Completed +Closed ] 3364
Accepted + Wait-User - 8 Accepted + Wait-User - 2678
Accepted +Assigned n 487 Accepted+Assigned | 2217
Accepted+Wait ] 250 Accepted +Wait i 778
Accepted+ Wait-Implementation | 85 Accepted + Wait-Implementstion ! 31
Accepted +Wait-Cusomer | 4 Accepted + Wait-Vendor | 236
Accepted+Wait-Vendor 27 Comp\etedfln Gall ‘ 150
Accepted+Wait-Customer 39

Unmatched +Unmatched 5

Fig. 39. Activities composing incident management processes for two organizations,
‘Org Line A2’ and ‘Org Line C’, and their occurrences

<Fig. 40> illustrates the activities composing problem management processes for two
organizations and their occurrences. Differently from the incident management
processes, in problem management process, the activities performed in two
organizations are in conformity with each other. The percentages, moreover, of
activities occurrences are about the same.



OI‘g Line A2 Org Line C

Value Frequency Value Frequency
e | v
corpescons RS I
Accepted+Wait e s Queued+Awaiting Assignment _ 446
Accepted+Assigned Bl v Accepted+Wait - L

Queved+awaiting Assignment [N 162 Accepted+Assigned = 185
Unmatehed+Unmatched . 4 Unmatched+Unmatched . 3
Completed+Cancelied ] 2 Completed+Cancelled | 1

Fig. 40. Activities composing problem management processes for two organizations,
‘Org Line A2’ and ‘Org Line C’, and their occurrences

3.5.5 Comparison in Behavioural Perspective

As stated above, we sought to explore and compare the every possible process of two
organizations. To explore every possible flows, we used a footprint matrix, which is
usually utilized for comparing the conformity between (drawn)process models and
event log in conformance checking which is one of the process mining methods.

Comparing activities composing incident management processes, we found that there
are two activities, Completed + Cancelled and Unmatched + Unmatched, on ‘Org
Line C’ only. We attempted in analysis, excluding events related to those two
activities, to compare two processes in behavioural perspective. We moreover used
alphabetic characters like <Fig. 41> instead of using names of activities for the
convenience of expression.

Accepted+Assigned

Accepted+In Progress

Accepted +Wait - User

Completed+Resolved

Accepted+Wait ~ Customer

Accepted+Wait ~-Implementation

Accepted+Wait - Vendor

Accepted+Wait

Completed+In Call

Queued+Awaiting Assignment

R ~ = I O m m O N @ >

Completed+Closed

Fig. 41. Names of activities substituted with alphabetic characters (incident
management processes)

<Fig. 42> shows footprint matrices drawn from each incident management process of
two organizations.



Org line C Org line A2

A B CDEF GH I J K A B CDEFGHTI1I J K
A | Al
B |l | B || |
C el
D D ||~-
E E | =
G G -
H [ H N - I I
I # # 1 # ######l
) - - il -l - - -1
K # # # # > | K # Bl # H # # ¥~ |

Fig. 42. Footprint matrices drawn from incident management processes of ‘Org Line
A2’ and ‘Org Line C’

There are three commonly used symbols on footprint matrix here: #, —, ||. By using
these symbols, we could easily find the differences between behaviours drawn from
two processes. For example, ‘X # Y’ means that there is no relation between activity
X and activity Y in terms of execution order. ‘X — Y’ means that activity Y follows
activity X and there is no inverse scenario. Lastly, ‘X || Y’ shows that activity X is
performed in parallel with activity Y. That is, activity X is followed by activity Y and
the inverse scenario is also possible. The red boxes above on the footprint matrices
show the differences found by comparing two organizations. We could recognize the
parts showing differences between behaviours of two processes.

Besides, there is another method of comparing two processes: counting flows in each
case and comparing them. There is comparative outcome via this method on <Fig.
43>,

Org line A2 Org line C

A B CDETFGHTIJ K A B CDEFGHTIJ K
A 12 472 A 73 2140 3
B 442 767 669 858 39 66 21 225 1544 B 18753947 23202370 33 275 194 713 133 4078 2
C 13 198112371 1 9 3 5 83 C 179 993 184 854 2 14 14 23 370
D 18 2 231277 D 18 161 53 3354
E 2 14 4 7 1 1 9 E g8 2 25 1 2
F 1 3 8 19 1 5 1 11 F [F780 970 2100 o1 i1 k1 SRS 550 52
G 9 11 2 2 G 123007071201 86 I MIIE> M1 2885 16
H 16 8 29 52 2 3 2 19 29 H 42 267 102 159 2 8 9 36 121
I 1 132 17 1
J 1 E 201 J m 1 284
K 1 K 75 7 8

Fig. 43. Comparative outcome of counting flows in each of two organizations
(incident management process)



The last method, added to this,

is to calculate the average time to make flows for each

process and compare the outcome. <Fig. 44> contains the result of it.

Org line A2

A B CDETFGH

4902
318 4

2326 4271 1"'559 25_}?’ 2458 1000 6 3607

4510 271 9074 ”i"

394 0

1 386 1523 886

579 1426 879 1823 22 3
0 2608 267 3149 429 200 340
1260 2049 81

2962 3% 2305 9987 518 632 0 724

5547
£ 4

A= I O mMOQODMNm®>

Org line C
I J K A B CDETFGHTIJ K
A 667 "°4“ 22
39-,32 B 4123 1“236 5544 22f° 485 1683 298 1947 26 34:3 993
8538 C 13;u 72955 11930 12:9 R 4R R 3nzso
68 . D 1013 3694 1953.
635 E 571 16 2414 236 5 507
486 F 501 6918 3216 79 304 87 23 13331 4460
170 G 1060 619654221377 96 138 484 11081084
1156 H 194511175 50421%“1 257 387 97 894 4387
I 8921 1176 214
1195 J B e 973
/4 K 9794 351 1955

Fig. 44. Comparative outcome of calculating the average time to make flows for two
organizations (incident management process) (in hours)

To compare problem management processes between two organizations, similarly,
those methods mentioned above are used. As shown on <Fig. 45>, first of all, we used
alphabetic characters instead of using names of activities which compose problem
management processes, giving the convenience of expression. The following
comparative methods are similar with methods used for comparing incident

management processes.

&G mm O N @ >

Accepted+Assigned
Accepted+In Progress
Accepted+Wait
Completed+Closed
Queued+Awaiting Assignment
Completed+Cancelled

Unmatched+Unmatched

Fig. 45. Names of activities substituted with alphabetic characters (problem

management processes)



Org Line A2 Org Line C
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Fig. 46. Footprint matrices drawn from problem management processes of ‘Org Line
A2’ and ‘Org Line C’
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Org line A2 Org line C

A B C D E F G A B C D E F G
A 24 94 44 11 7 A 26 91 23 13 24
B 98 102- 80 1 2 B 104 146 177- 1 3
cC 21 77 9 100 13 1 C 19 38 7 118 31
D 5 D 50
E 33 105 15 E 34 . 44
F 2 F 1
G 1 2 |1 G 211

Fig. 47. Comparative outcome of counting flows in each of two organizations
(problem management process)

Org line A2 Org line C
A B CDE F G A B CDE F G

A 56103 7675 8924 A 13406111363 21503 39121 14295

B 7284 23 0 B 48315110520 51715 25606 O 1608
C 27330 19 C 3240 54634 878140370 18722

D D 18653

E 4893 E seso%}sf_u 21705

F 985 F 15

G &0 34708 3028 G 43342 3551

Fig. 48. Comparative outcome of calculating the average time to make flows for two
organizations (problem management process) (in hours)



4. Conclusions

Real life event logs of incident and problem management processes supported by
Volvo IT’s VINST system were provided for the BPI Challenge 2013. The two logs
include 7554/2306 cases and 65533/9011 events respectively. Furthermore, several
questions derived from four main issues related to the two processes were raised. To
address the questions, we tried to understand the data and create relevant datasets for
the questions. Moreover, we attempted to clarify the issues at the log data level.

Although we cannot get any feedback from Volvo IT’s stakeholders about our
answers and analysis results, we strongly believe that the answers and analysis results
are plausible because they are evidence-based. For the first issue, push to front
mechanism, we clearly identified products for which the mechanism is most used.
Furthermore, we found organization and function divisions that comply with the
mechanism. Recall that the mechanism increases work efficiently. Therefore, based
on these findings, managers are likely to find ways to improve work efficiency such
as sharing best practices of push to front mechanism among organizations and
function divisions.

For the ping pong behaviour issue, we found the function divisions, organizations,
and support teams responsible for most of ping pong behaviour. We also identified
the products which are most affected by this behaviour. These finding help managers
reduce the total life time of both an incident and a problem. For example, managers
may decide against purchasing products leading to severe ping pong behaviour in the
future.

Volvo IT, typically, recommends its action owners not to use the ‘wait user’ sub
status. However, action owners do not always comply with the guideline. To address
this third issue, we found who are mainly breaking it and explored the pattern of using
‘wait user’ sub status per support team, function division, and organization. We also
identified locations where abuse of the sub status is found. Based on these findings,
managers may give warning to nonconforming action owners.

Finally, we addressed the final issue, process conformity per organization. After
defining the range of comparison in conformity, we compared the incident and
problem processes of the two organizations (i.e., ‘Org Line A2’ and ‘Org Line C’)
from structural and behavioural perspectives. Based on the findings, managers may
decide where they should focus on to achieve process standardization between the
two organizations’ processes [3]. Overall, we believe that our process insights gained
from the answers and analysis results can help managers precisely identify process
improvement opportunities. Therefore we strongly recommend that more managers
pay attention to these process mining and other analytical techniques for better
process performance and decision making for process improvement initiatives in a big
data world [4,5,7,8].


https://docs.google.com/document/d/1bgRZJZc27du6HaT34SIZChDG5-Uxu27eBUrX0f0nHeg/edit?usp=drive_web#_ENREF_3
https://docs.google.com/document/d/1bgRZJZc27du6HaT34SIZChDG5-Uxu27eBUrX0f0nHeg/edit?usp=drive_web#_ENREF_4
https://docs.google.com/document/d/1bgRZJZc27du6HaT34SIZChDG5-Uxu27eBUrX0f0nHeg/edit?usp=drive_web#_ENREF_5
https://docs.google.com/document/d/1bgRZJZc27du6HaT34SIZChDG5-Uxu27eBUrX0f0nHeg/edit?usp=drive_web#_ENREF_7
https://docs.google.com/document/d/1bgRZJZc27du6HaT34SIZChDG5-Uxu27eBUrX0f0nHeg/edit?usp=drive_web#_ENREF_8
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